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1 Introduction

This configuration manual walks through the different stages of code development for
the Few-Shot Thoracic Disease Classification Using Prototypical Networks. These stages
include:

• Data Collection

• Data Preprocessing

• Implementation of Few-Shot Thoracic Disease Classification Using Prototypical
Networks

• Evaluation of Systems

2 System Configuration

2.1 Hardware Specification

A configuration manual contains comprehensive setup instructions for a system or device.
The goal of the handbook is to fully describe how to carry out the research study. It
also details the machine setup needed to create and execute the models. The procedures
include installing the necessary apps and packages as well as the basic configuration
advised for a project to be successful.

The system was implemented on Google co-labs. The detailed description of the
environment is in the figure below

Machine Source Google Colabs
Type GPU
Name Tesla T4
RAM 16GB

Table 1: Environment Specification
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2.2 Software and Libraries

The list below contains the libraries and software tools used for this research.

• Python 3

• Torch==2.1.0

• Torchvision==0.16.0

• Torch-summary==1.4.4

• Numpy >=1.24.0

• Pandas >=2.00

• Matplotlib >=3.7.0

• Scikit-learn >=1.3.0

• Opencv-python >=4.8.0

• VGG19,ResNet50 and DenseNet121 Model Weights

Download DenseNet121 Model Link
Download ResNet50 Model Link
Download VGG19 Model Link

2.3 Importing the required Libararies

Figure 1 below shows the number of packages and libraries imported for the classification
task.

Figure 1: Importing the necessary python libraries

3 Data Collection

For the research 2 datasets were used NIH Chest X-ray Image Data Set which is available
on kaggle has a size of 2.5GB. Another dataset of x-ray images of Covid19 was also utilised
which is also available on kaggle has a size of 187MB.

2

https://download.pytorch.org/models/densenet121-a639ec97
https://download.pytorch.org/models/resnet50-0676ba61.pth
https://download.pytorch.org/models/vgg19-dcbb9e9d.pth


Figure 2: Read Images Functions

NIH Chest X-ray Dataset Link

Covid19 Dataset Link

4 Data Preprocessing

To train the dataset for this research different techniques were utilised. All the techniques
of preprocessing applied on the data are as below:

• Input Validation Checks for valid image extensions (.png, .jpg, .jpeg) and verifies
existence of specified classes in the directory

• Image Resizing All images are resized to a fixed size of 224×224×3 pixels (HEIGHT
× WIDTH × CHANNELS).This standardization is crucial for deep learning models
that expect consistent input dimensions

• Color Space Conversion Images are first read in BGR format (OpenCV default)
Converted from BGR to RGB color space using cv2.

• CLAHE Contrast Limited Adaptive Histogram Equalization) Converts image to
grayscale and applies CLAHE with clip limit of 2.0 and tile grid size of 8×8 then
converts it back to RGB.It Helps improve contrast and enhance image details.

• Random Horizontal Flipping It Randomly flips images horizontally which helps
model learn orientation-invariant features.

• Random Zoom Height factor range: -1% to +10% and Width factor range: -10%
to +10% to adds robustness to scale variations

5 System Implementation

Starting by loading the pretrained models which will be our feature extractors
After loading we will freeze the model to stops any parameter updates during back-

propagation and Flatten outputs from the Convolutional base networks and remove the
Linear layers
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https://www.kaggle.com/datasets/nih-chest-xrays/sample
https://www.kaggle.com/datasets/fusicfenta/chest-xray-for-covid19-detection


Figure 3: Clahe Function

Figure 4: Augmentation Layer

Figure 5: Image path

Figure 6: Resize and Color Space Code

After that we will be doing episodic learning using prototypical network and calculate
euclidean distance between feature vectors which can be seen in the figure below

Then we will be doing episodic learning with Prototypical Network on a test set and
saves every 100th episode result to a CSV file.

6 Evaluation

Evaluation in the code was done using classification reports , confusion matrix and plot-
ting ROC Curves. Predict Function to test samples can be seen in the figure 17 below
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Figure 7: ResNet50 Model

Figure 8: DenseNet121
Model

Figure 9: VGG19 Model

Figure 10: VGG19 Freeze
And Flatten Figure 11: ResNet50

Freeze and Flatten

Figure 12: DenseNet121
Freeze and Flatten

Figure 13: Prototypical Network with
Forward Loss Function

Figure 14: Euclidean Distance Function
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Figure 15: Episodic Learning Function

Figure 16: 2 way 3 shot Configura-
tion

Figure 17: 2 way 5 shot Configura-
tion

Figure 18: Predict Function
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The Figure below 18 shows the function for calculating classification
report.

Figure 19: Code for Classification Report

The Figure 19 below shows the function to plot the confusion matrix

Figure 20: Code For Plotting Confusion Matrix
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The Figure 20 below shows the function to plot ROC Curve

Figure 21: Code for Plotting ROC Curve

Figure below shows the code to compare accuracy and loss during
episodic learning

Figure 22: Code for Comparing Accuracy and Loss

Figure 23: Function to compare metrics of different models
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