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1. Introduction  
  

This configuration manual provides a well detail instruction for setting up, configuring, and 

executing the analysis on youth tobacco use.he document covers the necessary hardware and 

software requirements, package installations, dataset details, model preparation, and the steps 

required to replicate the project's results, in terms of designed to work on the system 

configuration provided.  

  
  

2. Hardware Requirements  

Local machine: The project was developed and tested on the following hardware configuration 

(Figure 1).  

• Processor: AMD Ryzen 5 5500U with Radeon Graphics, 2.10 GHz  

• RAM: 16.0 GB   

• System Type: 64-bit operating system, x64-based processor  

 
This configuration was sufficient to handle the dataset processing, model training, and 

evaluation tasks required for the project  

 3 Software Requirement  
The project was implemented using the following software:  

  

  

  

  

  

  

  

  

  

  

  

  
Figure  1   H ardware  Requirements   
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• Operating System: Windows 10 64-bit was used for a stable and compatible 

environment for running Python-based applications.  

• Programming Language: Python 3.8 was selected for its robust libraries and its use in 

data analysis and machine learning.  

• Integrated Development Environment (IDE): Jupyter Notebook (Figure 2) was utilized 

for its interactive coding environment, for step-by-step analysis and visualization.  

 
Figure 2 Jupyter Notebook interface  

• Navigator: Anaconda Navigator was employed to manage packages, environments, and 

the Jupyter Notebook interface seamlessly (Figure 3).  

  

 
                                                                             Figure 3 Anaconda Navigator  

4. Package Requirements  

The project utilizes several Python libraries for data processing, visualization, and machine 

learning. These packages can be installed via pip:  

• pandas: For data manipulation and analysis.  

• numpy: For numerical computations.  

• scikit-learn: For machine learning model development.  

• xgboost: For implementing the XGBoost algorithm.  

• matplotlib: For creating visualizations.  

• seaborn: For statistical data visualization.  

• shap: For model interpretation using SHAP values.  

• lime: For model interpretation using LIME.  

• geopandas: For geospatial data analysis and visualization.  
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5. Data preparation  
  

The analysis was conducted using three main datasets:  

  

1. Youth Tobacco Survey (YTS): Data on youth tobacco use behaviors. YTS DATASET 

LINK  

  

2. Behavioral Risk Factor Surveillance System (BRFSS): Health-related risk behaviors 

data.Behavioral Risk Factor Data Link  

  

3. Annual Social and Economic Supplements (ASEC): Household income and 

socioeconomic factors data. Annual Social and Economic Supplements Data Link  

  

These datasets were merged to create dataset for analysis. After merging, the dataset had few 

data cleaning steps.  

Review Data Quality (Figure4):  

  

 

  

The first few rows and a summary of the dataset were reviewed to understand its structure, data 

types, and non-null counts.  

Handle Missing Data:  

Columns with significant missing data, such as 'Unnamed: 3', were identified and removed to 

maintain data integrity.  

  

Check for Duplicates:  

Duplicate rows were checked and removed to ensure that each data point was unique and 

contributed to the analysis.  

Final Dataset Preparation:  

  

The cleaned dataset was reviewed, saved in CSV format as cleaned_dataset.csv, and used for 

further analysis.  

These steps ensured that the dataset was reliable and ready for subsequent machine learning 

model development and analysis. The cleaned dataset provided a robust foundation for the 

exploration of factors influencing youth tobacco use.  

  

  

  

  

  

  

  

  

  

  

  

  

  

Figure  4   Data Preparation   

  

https://catalog.data.gov/dataset/youth-tobacco-survey-yts-data
https://catalog.data.gov/dataset/youth-tobacco-survey-yts-data
https://catalog.data.gov/dataset/youth-tobacco-survey-yts-data
https://catalog.data.gov/dataset/youth-tobacco-survey-yts-data
https://catalog.data.gov/dataset/youth-tobacco-survey-yts-data
https://catalog.data.gov/dataset/youth-tobacco-survey-yts-data
https://catalog.data.gov/dataset/behavioral-risk-factor-data-tobacco-use-2011-to-present
https://catalog.data.gov/dataset/behavioral-risk-factor-data-tobacco-use-2011-to-present
https://www.census.gov/data/datasets/time-series/demo/cps/cps-asec.2023.html#list-tab-165711867
https://www.census.gov/data/datasets/time-series/demo/cps/cps-asec.2023.html#list-tab-165711867
https://www.census.gov/data/datasets/time-series/demo/cps/cps-asec.2023.html#list-tab-165711867
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6. Feature Engineering  

Creating Interaction Terms : New features were generated (Figure 5) by combining 

existing variables to capture complex relationships within the data.  

 

7. Model Implementation  

Four machine learning models(Figure 6) were implemented using Python's robust machine 

learning and libraries:  

Linear Regression:  

Library Used: Implemented using scikit-learn's LinearRegression class.  

  

Random Forest Regressor:                                                                                                      

Library Used: Implemented using scikit-learn's RandomForestRegressor.  

Gradient Boosting Regressor:                                                                                            

Library Used: Implemented using scikit-learn's GradientBoostingRegressor.  

XGBoost                                                                                                                                   

Library Used: Implemented using the XGBoost library, specifically the XGBRegressor class.  

 
Figure 6 Model Implementation  

  

8. Model Tuning and Evaluation  

Hyperparameter Tuning: GridSearchCV was employed for Random Forest regressor (Figure7), 

and RandomizedSearchCV for XGBoost to optimize model performance (Figure  

8).  

  

  

  

                                                                      Figure  5   Feature Engineering   
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Model Evaluation: Evaluate the models using MSE, MAE, and R²(Figure 9) metrics, and 

interpret the results using SHAP(figure 10) and LIME (Figure 11)  

  

 

                                             Figure 10 SHAP Analysis  

  

  

 
    
                                                              Figure 11 Lime Analysis   

  

  
  
  
  
  
  
  
                                                       Figure 7  GridSearchCV   
    
  
  
  
  
  
  
  
                                                     Figure 8  RandomizedSearchCV   

  
  

  

                                              Figure  9   Evolution   of   MSE, MAE, and R²   

  
  

  
  

                                               

  

    
  


