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1 Introduction 
 

This research aims to enhance insect detection in agricultural fields using transfer learning 

models and a fine-tuned Faster R-CNN model. The project involves training several pre-

trained models and implementing hyperparameter tuning to improve accuracy and efficiency. 

This configuration manual details all necessary steps for replication, from environment setup 

to model evaluation. 

 

2 System Configuration 
 

The project was implemented in Google Collaboratory. For Python scripts, Google provides 

free cloud-based servers; nevertheless, there are limitations. Google Collab Pro can be used 

with more RAM and GPU use. An Intel(R) Core (TM) i5-1035G1 CPU running at 1.00GHz   

1.19 GHz, a Tesla T4 GPU with 2496 cores, 12 gigabytes of DDR5 VRAM, 30 gigabytes of 

accessible disk space, and 13GB of RAM are all part of the system configuration at the 

Google Collaboratory for this project. 

 

3 Data Collection 
 

The dataset utilized for this research comprises 15 distinct classes of insects, each posing 

significant threats to agricultural practices and crop production. The dataset contains a total 

of 1662 images, meticulously labeled to facilitate accurate detection and identification, with 

each class representing a specific type of insect. The primary objective is to develop a robust 

system for effectively detecting and classifying these insects, benefiting both residential areas 

and farms by mitigating the detrimental effects on crop quality and improving farmers' 

earnings(Madau et al., 2020). This structured dataset, sourced from various open datasets, 

was split into training, validation, and testing sets, and subjected to transformations such as 

random flips, normalization, and resizing to prepare them for model training and evaluation. 

This approach ensures that the models are trained on high-quality data, leading to better 

performance and more accurate insect detection in agricultural fields. 

 

4 Environment Setup  
 

The project was carried out on google collab, to use the dataset on the collab notebook, after 

downloading the dataset from Kaggle and unzipping it, the was uploaded into google drive as 

the Figure 1 illustrates. As a result, the machine need is no longer limited. Later, to access the 

dataset, it was connected to the Google Collab notebook. For this, as seen in Figure 2, we 

connected the Google Drive using the predetermined code that Google provided. As a 

security measure during the mounting google disk, Google Collab will ask  
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Figure 1: Saved files in Google Drive  

 

you to authenticate your account before allowing you to access the drive while mounting 

Google Disk as shown in the Figure 2. Since our data consists of images, switching the 

runtime environment to the GPU could aid in enhancing performance. The coding is done 

with Python 3.9.3, and Google Collab provides a ready-made Jupyter notebook configuration. 

 

 
Figure 2: Mounting to drive 

 

earnings. This structured dataset, sourced from various open datasets, was split into training, 

validation, and testing sets, and subjected to transformations such as random flips, 

normalization, and resizing to prepare them for model training and evaluation. This approach 

ensures that the models are trained on high-quality data, leading to better performance and 

more accurate insect detection in agricultural fields 

 

5 Data Exportation  

 
5.1 Libraries Imports 
 

As illustrated in the Figure 3, the necessary libraries that are used throughout the projects are 

installed and imported into the collab notebook  
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Figure 3: Python Library Imports 

 

6 Exploratory Data Analysis   
 

6.1 Checking Distribution of Classes 
 

 
Figure 4: Exploratory Data Analysis 
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The EDA we can do with an image dataset is on the class distribution, namely the Binary 

Class and Multi Class distributions.  

 

6.2 Class weights  

One of the ways of handling the class imbalance issue during the training process is 

presented. Computing and analysing class weights as shown in the Figure 5 standardize the 

instances of each class in the dataset by giving a weight to each class in a dataset. With help 

of weights, the model pays more attention to the minority class during training and the class 

imbalance issue is less severe. 

 

 
Figure 5: Computing Class Weights 

 

7 Data Preprocessing  
 

In data preparation for this project, all the image paths and corresponding class labels were 

gathered, after which the data was split using the train-test split function from scikit-learn 

with stratified sampling. This split made sure that class proportion was also maintained in the 

training set as 80%, and the rest of the 20% was split 90% validation and 10% test set as 

depicted in the Figure 6. The train data also went through an exercise of cross validation to 

ensure that the class label was correctly stratified based on the percentage indicated. 

Furthermore, to overcome the problem of imbalance in the given dataset, class weights were 

also determined with a prerequisite to train the model with the same importance of every type 

of insect class. These weights were then re-checked with the previous weights to ensure the 

correctness of the applied pre-processing. 

 

 
Figure 6: Train, Test Split of the Dataset 
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8 Data Transformation 
 

In preparation for feeding into the model, the data is subjected to several processes. Images 

are read, converted from BGR to RGB format and resized as per the common size 256 X 256 

or 224 X 224 and then scaled between [0,1]. The class labels are obtained from the image file 

names and are either the actual names of the classes applied or indices of the classes. If 

specified, these labels are one-hot encoded as the Loss function can be categorical cross-

entropy(Teixeira et al., 2023). Likewise, the class weights are considered according to the 

occurrence for each class to handle the class imbalance issue, where classes that occur 

infrequently are given proper representation during training. 

 

 
Figure 7: Data Transformation 

9 Data Modelling 
 

In this study, 5 models were employed: ResNet50V2, ResNet152V2, MobileNetV2, 

Xception. nd Faster R-CNN as shown in the Figure 8. Specific setups and hyperparameters 

were applied to each model during training in order to maximize performance on the emotion 

detection task. Two of the best models were saved to the specified folder as presented in the 

Figure 9. 
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Figure 8: Data Models 
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Figure 9: Model Saving 

 

10 Training Model 
 

Both pre-processed data sets were used for extended training of each model and the Figure 10 

shows the training of Faster R-CNN model. To be evaluated on accuracy, loss, precision, 

recall, and F1 scores, the top-performing models were kept. 

 

 
Figure 10: Training the Model  

 

 

11 Evaluation  
 

The model evaluation used several critical methods to determine the model’s performance. 

To analyse the method’s performance, Accuracy was used, which calculates the overall rate 

of correct predictions; furthermore, the Confusion matrix displayed the correct and incorrect 

predictions of each class. Accuracy of the positive predictions was measured using precision 

and a measure of how all the positive cases were identified using recall. The option of F1 

Score, which represents the harmonic average of the entities of Precision and Recall was used 

as the measure of the overall performance of the model. To compare the effectiveness of 

distinct models. 
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