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Abstract 

 

Autism spectrum disorder is one of the most complex neurological development 

disorders significantly affecting social and communication skills. In this research, deep 

learning and machine learning techniques are utilized for early prediction of autism 

spectrum disorder in toddlers, using the Autism Spectrum Quotient screening method for 

data gathering. The three deep-learning models and one machine-learning model are 

implemented, with the Multilayer Perceptron, Convolutional Neural Network, and Long 

Short-Term Memory model exhibiting superiority in terms of accuracy and performance 

parameters as compared to the machine-learning model, Random Forest. A novel feature 

of the study is the feature importance analysis carried out using the SHapley Additive 

exPlanations technique for calculating the individual contribution of certain demographic, 

genetic, and environmental factors such as ethnicity, gender, and jaundice, in the dataset. 

The findings of this research are beneficial for the healthcare sector as early and precise 

prediction can minimize long-term treatment costs and reduce mental stress among 

toddlers and their families. 

 

Keywords- Autism spectrum disorder, Autism Spectrum Quotient screening 

method, Multilayer Perceptron model, Convolutional Neural Network model, Long 

Short- Term Memory model, Random Forest model, Feature important analysis, 

Shapley additive explanations technique 

 

 

1 Introduction 
 

Autism spectrum disorder has been ranked as one of the most rapidly growing neurological 

development disorders. Over the last decade, the diagnosis as well as acceptance rate of autism 

spectrum disorder has significantly escalated, as observed from the information documented 

by various organizations like Disease Control and Prevention (Maenner, 2023). Autism 

spectrum disorder demands costly medical treatment from the initial diagnostic stage, 

prolonged care, and support services that can be financially burdensome for the families of 

affected children. Hence the early diagnosis of autism in children plays a vital role in reducing 

severe health implications and designing affordable intervention programs (Tang et al., 2014). 

Autism research is pivotal for the deep understanding of life-threatening risk factors associated 

with this disorder.  
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Diagnosis of autism is complex as the cognitive and emotional development stages of each 

child differ depending upon various factors such as age, weight, genetics, intelligence quotient, 

etc. A detailed comprehensive study of such factors is important for the early detection and 

construction of support programs, clinical interventions, etc to reduce discrimination, lack of 

acceptance, and rude behavior towards autistic children.  

 

1.1 Background and Motivation 
 

Autism spectrum disorder creates hurdles in communication, social gatherings, and 

interactions. Repetitive behaviors and restricted interests can be seen in autistic children. For 

autism detection, there is no specific clinical test designed globally. In the autism spectrum, 

different types of autism such as pervasive development disorder, childhood disintegrative 

disorder, and Asperger syndrome are included. Such a spectrum is collectively known as autism 

spectrum disorder (Hodges et al., 2020) (Mercadante and Schwartzman, 2006). The symptoms 

of autism can usually be observed between 18-24 months i.e. at the toddler stage (Tanner and 

Dounavi, 2021).  

Identification of autism at a toddler stage enables children to enhance their social, 

communication, and interaction skills and avail of specialized educational curriculums 

designed by taking the unique needs of autistic children into account  (Werkhoven et al., 2022).  

Families of autistic children benefit from appropriate resources, and intervention programs 

developed for such kids. Accuracy plays a very crucial role in this research as misdiagnosis 

will lead to inappropriate treatment, mental and physical health of children may get hampered 

and integrity and trust in healthcare systems will be reduced. Hence the main motivation of this 

research is early and accurate diagnosis of autism for timely initiation of required treatment. 

The study aims to increase public awareness and social acceptance regarding this subject.  

1.2 Research Question, Research Objectives and Contributions 
 

Traditional methods for autism diagnosis like behavioral analysis performed with the help of 

video and image data lack precision and require additional processing time. This aspect was 

taken as the focal point while constructing the research question. In addition, the research 

question attempted to determine the importance of different environmental and demographic 

factors in autism spectrum disorder. 

 

RQ: How well can deep learning techniques predict autism spectrum disorder in toddlers by 

using the Autism Quotient screening method, and evaluate the importance of various 

demographic and environmental factors contributing to autism spectrum disorder? 

 

 This is vital so that healthcare professionals and stakeholders will develop early intervention 

and treatment programs to improve the quality of life of autistic toddlers and their families.  

 

To solve the research question, the objectives presented in Table 1 were implemented.  
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Table 1:  Research Objectives  

Serial 

Number  

Objective Description Methodology Utilized 

1 A critical review of the literature on 

existing autism prediction methods.  

A systematic review using scientific 

journals, published papers  

2 Data Collection and Pre-processing The Autism Spectrum Quotient 

method  

3 Design, implementation, and evaluation 

of deep learning and machine models 

Multilayer Perceptron model, 

Convolutional Neural Network 

model, Long Short- Term 

Memory model, Random Forest 

model Feature Important 

analysis model  

4 Model Optimization Hyperparameter tuning  

5 Comparison of developed Models  Comparative analysis based on 

accuracy  

6 Comparison of Developed Models versus 

Existing Models 

Comparative analysis based on 

accuracy 

 

Project Contribution:  

 

The most prominent contribution of this research is the development of a deep learning-based 

prediction approach for early and accurate detection of autism in toddlers. To improve the 

efficiency of the predictive system, a deep analysis of environmental, demographic, and genetic 

factors was performed.  The early prediction of autism in toddlers carried out is beneficial in 

minimizing the inferiority complex amongst autistic children by providing them with 

appropriate support services, and interventions and improving the quality of life of such 

children.  

This further report document is divided into 7 sections. The first section introduces the topic, 

background and motivation, research question, objectives, and project contribution. The second 

section, related work asses the previous work done in that area and critically evaluates it. The 

third section, methodology, and design specification explain the different stages of 

methodology through a process flow diagram. In the fifth section, the description of the 

implementation performed followed by results obtained after implementation are analyzed. 

The discussion section contains a comparative analysis and discusses the strengths and 

limitations of the research. While the last section summarizes the findings, and potential 

implications and provides an outline for future work 
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2 Related Work 
 
The literature reviewed in this section assesses various machine learning and deep learning 

techniques utilized for autism prediction. Comparative analysis is conducted to study, compare, 

and analyze results, performance parameters, and limitations of these techniques and identify 

research gaps. The most prominent motive of this review is to decide the approach for 

enhancing the accuracy of autism prediction in toddlers. In addition, this review provides 

insights into the investigation done in determining the influence of environmental, 

demographic, and genetic factors that cause autism in children. This related work also throws 

light on the research conducted in evaluating the advantages of early detection. The literature 

reviewed is further divided into five sub-sections. 

 

2.1   Critique Review of Traditional Machine Learning Techniques in ASD 

Prediction for Toddlers 
 
 

The utilization of traditional machine learning for the prediction of autism has significantly 

developed since the beginning of 2000 with the rise of the Artificial intelligence era. Five 

different machine learning models K-Nearest Neighbours, Random Forest  Support Vector 

Machine, Decision Tree, and Gaussian Naive Bayes were implemented by (Islam et al., 2020) 

on data gathered through standard screening tools for autism prediction. In those scenarios, 

KNN achieved the highest accuracy of approximately 95%, while random forest gave 93% 

accurate results. The remaining three models reached up to 90% accuracy. Although the 

accuracy achieved using KNN was high due to its ability to manage non-linear relationships in 

data, it is computationally intensive. The random forest model outperforms the remaining 

models due to accuracy and robustness behavior against overfitting. However, it is not ideal 

for prediction as demands many computational resources. The unique approach was taken into 

consideration by (Akter et al., 2019) which deals with data collected from the eye-tracking 

method which uses specialized clinical equipment for monitoring toddler’s eye movements and 

collects scan paths. The SVM machine learning model was applied to pre-processed data to 

obtain results. He stated that mean decline was observed in eye fixation of toddlers aged 2-6 

months by analyzing evaluation parameters.   This approach is relevant when image data is 

present. However, for successful implementation using this approach, feature selection, 

extraction, and data transformation should be carried out carefully and in-depth. Along similar 

lines, research was performed by (Minissi et al., 2022) by analyzing social visual attention data 

using supervised machine learning algorithms. An accuracy of around 88.51% was achieved 

using SVM. This study highlighted the need for a more advanced and robust methodology that 

will enhance efficiency, accuracy, and extensive feature engineering. The research was 

conducted by (Karpagam and Gomathi alias Rohini, 2022) and utilized a logistic regression 

model on the children dataset. A mean accuracy of 90% was obtained after using chi-square 

and information gain techniques to carry feature selection process. The requirement for fine-

tuning model parameters for enhancing prediction efficiency is underscored through this 

analysis. The logistic regression model is not adaptable for handling complex data patterns 
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hence not a suitable option for handling complex autism data. The video data was processed 

by (Wu et al., 2021) for Autism prediction in children using a random forest algorithm.  

Video frames of the toddler’s behavior were converted into features and processed before 

applying the machine learning model. Even though Random Forest outperformed SVM in 

terms of accuracy by giving 95% accurate results over SVM which gave 90% accuracy, this 

approach lacks feasibility and requires highly complex preprocessing and computational costs.  

 

2.2    Critical Review of Deep Learning Techniques in ASD Prediction for 

Toddlers 
 

Cutting-edge computation power provided by deep learning algorithms is a boon for autism 

spectrum disorder prediction as it can efficiently discover intricate data patterns while handling 

large chunks of data. Autism prediction is a complex task that requires extremely accurate 

results which can be obtained by applying various deep learning models. Mittal et al. (2022) 

developed an enhanced convolutional neural network model using a facial image dataset 

collected from the Kaggle website. Techniques were implemented for hyperparameter 

optimization of the I-CNN model, batch normalization, and dropout. An accuracy of 97% was 

achieved indicating the high potential for processing complex image data like facial 

expressions of toddlers. However irrespective of the results obtained, this approach has severe 

ethical implications as data privacy is very crucial as the identity of the toddler, and family 

might get leaked. On the grounds of confidentiality and data protection issues, this approach is 

not ideal. Along similar lines, Poornima and Kousalya (2022) worked on a 2-D CNN model to 

evaluate the emotional behavior of toddlers with the help of audio data. The extraction of 

parameters like Mel Frequency Cepstral Coefficient and Mel Spectrograms (Shanmugam and 

Radhakrishnan, 2024) was done from toddlers’ voices and later emotions were categorized into 

eight different categories. This model outperformed traditional models like SVM, and random 

forest in terms of accuracy as it gave 96% accuracy. Complex voice patterns and emotional 

variation were perfectly captured and analyzed using this model. Yet data privacy issue comes 

into the picture in this case as well. In addition, misdiagnoses are highly possible as introverted 

or reserved toddlers might identify as autistic. A combination of different deep learning 

techniques was applied to behavioral data acquired from video analysis performed by (Akter 

et al., 2023) to predict autism. This approach gave noteworthy results regarding robustness, 

efficiency, and accuracy. Comparative analysis of this behavioral video data helped in 

determining the most efficient deep learning model out of CNN, ANN, and RNN architectures. 

Despite its merits, this approach needs huge, labelled data and lacks in feasibility perspective 

due to the requirement for a higher dimension clinical setup which is very expensive. A 

multilayer perceptron model was utilized by (Shanmugam and Radhakrishnan, 2024) for 

classifying autistic patients based on EEG data. This study proved highly beneficial in 

distinguishing between autism and other control groups. The accuracy achieved using this 

approach was 96.20%. However, this approach heavily on labelled training data available for 

analysis. Hence research niche lies in utilizing deep learning techniques for autism prediction 

which provides highly accurate results in less time.  
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2.3   Comparison of Traditional machine learning models vs deep learning 

Models 
 

It is evident from Table 2 designed, that the comparison of traditional machine learning models 

with deep learning models shows a clear pattern that states that deep learning techniques 

consistently give highly accurate results irrespective of the data collection method. The 

accuracy parameter is crucial for this research as misdiagnosis can cause severe implications 

and the quality of life of the toddler and his family might be directly impacted in different 

aspects. Misidentification between multiple developmental disorders and autism can lead to 

inappropriate treatment which can affect the mental, and physical health of toddlers negatively 

and will prove inefficient as the treatment provided is not aligned with the specific needs if the 

correct developmental disorder is not identified.  

 

Table 2:  Comparison of traditional machine learning models versus deep learning models  

Serial 

Number 

Author Model 

Utilized 

Data collection 

technique 

Accuracy Year 

1 Islam et al. KNN Standardized 

Screening Tools 

95% 2020 

2 Islam et al. Random 

forest 

Standardized 

Screening Tools 

93% 2020 

3 Minissi et al. SVM Eye tracking 88.51% 2021 

4 Karpagam and 

Rohini, 

Logistic 

regression 

Standardized 

Screening Tools 

90% 2022 

5 Mittal et al. I-CNN Facial Image data 97% 2022 

6 Poornima and 

Kousalya 

2-D CNN Voice data 96% 2022 

7 Shanmugam and 

Radhakrishnan, 

MLP EEG data 96.20% 2024 

 

2. 4  Critique review evaluation of environmental, Demographic, and Genetic 

factors in ASD in toddlers  

To enhance diagnostic accuracy and understand thoroughly the other factors like 

demographics, genetics, etc contributing to autism, more personalized data collection 

procedures came into the picture. The review performed (Chaste and Leboyer, 2012) analyzed 

various genetic studies on autism in toddlers and observed the high heritability in the majority 

of the studies. In addition, they emphasized finding out the correlation between different 

environmental factors such as several complications, infections, exposure to toxins during 
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pregnancy, and autism in newborns. Even though this is groundbreaking due to its crucial 

findings, it’s completely relied on secondary data. This research failed to provide new empirical 

data hence despite being theoretically strong this study is not ideal in terms of feasibility.  

(Botsas et al., 2023) performed a similar study by examining the prenatal development periods, 

the environmental exposures during this phase, and the association between its critical 

implications and the risk of autism in children. Exposures related to the quality of air, and 

nutrition levels during the prenatal phase were studied by utilizing longitudinal data collection 

techniques. Yet the chances of induction of inaccuracies and different biases are possible in 

this scenario. A comprehensive data analysis performed by (Frazier et al., 2014) proved 

beneficial in evaluating the relationship between variables such as parental age, ethnical 

background, and socioeconomic status of the parents, and children. Data was gathered from 

various cohort studies and different clinical tests conducted on data. He stated that the older 

the age of the parent, the risk of developing autism in children increases due to the presence of 

high de novo mutations. This study helped understand the impact of social and economic 

factors causing autism. Despite that, this approach is not suitable for analyzing large chunks of 

data . 

2.5   Critique Review of Benefits of Early Detection and Cost Reduction  
 

Early diagnosis of autism spectrum disorder has proven favorable not only due to the delivery 

of multiple development outcomes for children and their families but also because significant 

cost-savings were achieved owing to early detection. The study performed by (Elder et al., 

2017) highlighted the importance of early diagnosis of Autism in the case of children ranging 

between 1-3 years. The benefits of timely initiation of different treatment programs and their 

impact on the initial developmental stages of autistic kids were thoroughly analyzed in this 

research. The results obtained from that study revealed that the quality of life of children below 

four years of age who received appropriate clinical treatment is far better as compared to those 

kids who were diagnosed later. On a similar track, (Zhou et al., 2021) the study indicated a 

reduction in emotional and financial stress that families of autistic children go through as an 

effect of early detection of autism. Both studies are helpful for an in-depth understanding of 

the merits of early detection of autism, still, they are not efficient due to the generalizability of 

their findings.  

In this way, this review focused on analyzing different machine learning, and deep learning 

models applied by different authors for Autism prediction. Results obtained through different 

models were compared and the limitations of the research studied. In addition, this review takes 

previous research done evaluating the individual contribution of different genetic, 

demographic, and genetic factors into consideration. The review throws light on the social, and 

economic advantages of early detection of autism spectrum disorder. This review is crucial for 

a detailed analysis of different data collection techniques and methodologies utilized in the 

existing research for the selection of the most appropriate data collection technique. The 

research niche is to develop a technically integrated deep learning approach for early and 

accurate autism prediction.   
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3 Methodology Approach and Data Pre-Processing 
 

This chapter explains the methodology and design specification utilized in this research. The 

Knowledge Discovery in Database methodology builds a comprehensive framework for autism 

prediction in toddlers. The structured approach of methodology facilitates the systematic flow 

for conducting multiple processes like data acquisition, data pre-processing, etc. Every step of 

this methodology was meticulously planned and implemented to ensure that the developed 

autism predictive model was accurate. All the stages of this methodology were integrated to 

offer valuable insight and helpful for early detection. 

 

The methodology approach shown in Figure 1 outlines each building block of the methodology 

utilized for predicting autism spectrum disorder in toddlers.  

 

 

Figure 1 :  Methodology Approach 

 
 

Data understanding: The data understanding phase was vital for establishing a solid 

foundation for the analysis. The requirement gathering was carried out in this stage which 

involved selecting metrics for performance evaluation of autism prediction. Different data 

sources and data collection methods were considered and analyzed in depth in this phase. All 

data privacy and protection rules and regulations were considered in every step of this 

methodology. Ethical considerations play a very crucial role in this research.  

 

Data Collection:  Gathering relevant and good-quality data for analysis was the most crucial 

step of this methodology. For data-gathering purposes, the Autism Spectrum Quotient 

screening method was selected. 
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The Autism Spectrum Quotient screening method  

The Autism Spectrum Quotient screening method was a diagnostic tool developed at the 

Autism Research Centre in Cambridge UK by clinical psychologist Simon Baron-Cohen and 

his team (Baron-Cohen et al., 2001).In this screening method, a set of particular questions was 

designed to evaluate the existence of autistic traits, and patterns in toddlers between ages 1 to 

3 years.  The questionnaire designed in the screening method examines multiple factors like 

social, and communication skills, imagination abilities, speaking abilities, etc. Each question 

is marked on a point 4 scale. In that score, the degree of agreement or disagreement is 

considered to check the severity of autism in children. The mapping of A1-A10 scores as per 

the quantitative checklist published by the University of Cambridge for Autism in Toddlers 

(Q-CHAT) (Allison et al., 2021)  is given in Table 3. 

 

Table 3: Q-chat score quantitative checklist 

Attribute Name  Mapping to Q-chat Screening Scores Descriptor. 

A1_Score Response of toddler when his/her name is called. 

A2_Score Ease of establishing eye contact with toddlers. 

A3_Score Pointing abilities of the child to express what they want. 

A4_Score Pointing abilities of the child with family to exhibit shared attention. 

A5_Score Engagement of the child in pretend play (talking with toys, caring for 

dolls)  

A6_Score  The ability of the child to follow the direction of another individual's 

gaze. 

A7_Score The compassion of the child towards a family member who is visibly 

upset.  

A8_Score The speaking ability of the toddler. 

A9_Score The ability of the child to do simple gestures (e.g. wave goodbye) 

A10_Score Abnormal staring abilities that could indicate disengagement. 

 

 

The screening method can be administered quickly through a clinical setting or with the help 

of simple questionnaires making it a suitable choice for this research. A broad range of signs 

and symptoms that assess communication, eye contact, and gestures can be studied through 

this screening method. Compared to other data collection methods like video analysis, 

neuroimaging, and facial analysis it requires fewer clinical resources hence it is cost-efficient 

compared to other data gathering methods. It safeguarded data privacy aspects like participants' 

privacy, identity, and confidentiality. Hence, this autism spectrum quotient screening method 

was the optimal choice for this research (Ruzich et al., 2015). 
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Data storage: Initially, the autism spectrum disorder dataset was stored in the MongoDB 

server. MongoDB provided an efficient document-based storage format that was advantageous 

for storing complex datasets like the autism dataset.  

 

Extract Transform Load: The Extract, Transform, Load process was performed in this 

research to ensure the data was well prepared for modeling and further analysis. This was one 

of the most prominent building blocks of this methodology as it assessed the quality and 

consistency of data thoroughly in the process. Hence it is used in many constructing real-world 

prediction models. The stored autism data was extracted from the MongoDB server and 

transformed using Python. Data preprocessing was done followed by data modeling and 

evaluation of the results was conducted and subsequently data was loaded in R for data 

visualization. Python provides extensive support and thousands of libraries for data analysis 

hence utilized for transformation, data modeling, and evaluation in this study. For evaluation 

of results and data visualization purposes, R language was used due to its powerful statistical 

analysis capabilities.   

 

Data Preprocessing:  In the data preprocessing step data was cleaned initially and transformed 

to prepare it for further analysis before the application of deep learning techniques. The “ASD 

extended optimized” dataset from the Data World website was chosen for this research after 

careful consideration and analysis of data requirements, and the research objectives. This 

dataset contains 11,705 records and 21 columns. Attributes like A1-A10 score, age, gender, 

ethnicity, jaundice, and country of residence are present in the dataset. A well-defined rubric 

was taken into account to understand the mapping of the A1-A10 score values present in the 

dataset, ranging between 0 to 2. Score 0 indicates the absence of the trait whereas score 1 

represents the moderate presence of the autistic trait and score 2 denotes the high presence of 

the autistic trait.  

Variables like A1-A10 are numeric variables whereas gender, ethnicity, jaundice, country of 

residence, etc are categorical attributes. The selected dataset consists of A1-A10, and Q-chat 

scores which were captured by thoroughly assessing the behavior, and responses of toddlers in 

particular situations. In addition, environmental, and demographic attributes like gender, 

ethnicity, jaundice at birth, a family member with autism, age of a toddler were present in the 

research dataset. The validity and reliability of the predictions were enhanced by a selection of 

a diverse dataset that covered multiple aspects to detect autism in toddlers through a careful 

data collection process. Hence this dataset was considered for research as it perfectly aligned 

with all the desired criteria for achieving the designed research objectives. 

Initially, data was cleaned by handling null and missing values to preserve the data integrity 

by application of column mean, method. Redundancy in data was minimized by the 

identification and removal of duplicate records. The Interquartile range method was utilized 

for the detection and removal of outliers in the autism data.  
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Removal of outliers was very important in this analysis to ensure accurate statistical analysis. 

Data was normalized after outliers’ removal using StandardScaler. Numerical features in the 

data like A1-A10 were standardized to achieve a statistical mean of zero along with a standard 

deviation of one. After data normalization, data encoding was performed to convert categorical 

variables in the data like gender, country of residence, etc. into more suitable forms for further 

analysis. The binary target variable Class/ASD was label encoded on the other hand remaining 

categorical variables were hot encoded to eliminate multicollinearity.  

 

Dimensionality Reduction:  To minimize the dimensionality of the data, Principal Component 

Analysis was implemented. Principal component analysis was advantageous for this research 

as computational resources were reduced and the speed of the process enhanced automatically 

enhancing model performance. In this analysis, cleaned data was transformed into 2 principal 

components.The risk of overfitting was significantly reduced due to principal component 

analysis.  

Modeling:  In this stage, deep learning models Multilayer Perceptron, Convolutional Neural 

Network, and Long Short-Term Memory model along with Random Forest machine learning 

were applied to transformed data. Python libraries like TensorFlow and Keras were utilized for 

the implementation of deep learning models. Hyperparameter tuning was performed after the 

implementation of deep learning techniques to enhance the accuracy of the model. A random 

Search optimization technique was used for hyperparameter tuning.  

Evaluation:  The statistical performance and efficiency of the applied deep learning models 

were critically examined in this evaluation phase. A comprehensive assessment of the deep 

learning model was done through key performance parameters. The most prominent 

performance parameter of this research was accuracy. In addition, the other confusion matrix 

parameters like precision, recall, and F1 score were computed to get efficient evaluation.  

Feature important analysis: Feature important analysis was conducted in this study to 

calculate the importance of every feature in the dataset in autism diagnosis. The SHapley 

Additive exPlanation technique was chosen for this purpose. The impact of a variety of features 

on the target variable (Class/ASD) of data was evaluated using this technique.The most 

prominent benefit of this feature importance analysis was the individual contribution of factors 

like ethnicity, gender, jaundice, and Q-chat scores were calculated accurately 

Data Visualization: Data visualization was carried out using R language due to its effective 

data visualization and statistical evaluation abilities. During the modeling phase, accuracy and 

loss that occurred at the end of every epoch were recorded and stored in a CSV file. That CSV 

file was loaded in R and used for plotting accuracy and loss plots for training and validation 

data sets.  
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4  Design Specification 
 

This chapter provides insights into the workflow diagram and all techniques and tool stacks 

used for the implementation. The complete workflow of the developed autism prediction 

framework was outlined using the process flow diagram in Figure 2. 

 

 

 

Figure 2:  Design Process Flow 

 

 

Initially, data was collected from the Data World website and stored in the MongoDB server. 

Then extraction of stored data was done in Jupyter Notebook where data was pre-processed 

and transformed for modelling. The SHapley Additive exPlanation technique was utilized on 

the pre-processed data for conducting feature importance analysis. Then pre-processed data 

was divided into two sets which were training, and testing data sets. From the pre-processed 

data, 80% of the data was used as training data and 20% data as testing data. Out of total 

training data, 10% of training data was utilized as validation data. Fine-tuning of the model 

was done using this validation data. Evaluation of model performance was conducted 

iteratively using validation data. Data splitting was performed to build a more reliable, robust 

deep learning framework. The applicability of the constructed model in real time was enhanced 

due to data splitting as it evaluates the performance of deep learning architectures on unseen 

data. Complex deep learning architectures Multilayer perceptron, Convolution neural 

networks, and Long short-term memory models were applied to training and validation data. 

In addition, the random forest model which is a machine learning model was implemented on 

training data. The statistical performance of the trained models was evaluated with the help of 

testing data for autism prediction in toddlers. In the end, the data was loaded into R studio for 

data visualization. 
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5 Implementation, Evaluation, and Results of  Deep Learning 

and Machine Learning Models 
 

 

This chapter describes the implementation, and evaluation of results obtained by application of 

deep learning models. In this section, three deep-learning architectures Multiplayer perceptron, 

Convolution Neural network, Long Short -Term Memory, and Random Forest machine 

learning model were implemented. Results obtained using deep learning techniques and 

machine learning models were compared in this phase. The results obtained through feature 

importance analysis were thoroughly analyzed in this stage.  

5.1 Experiment 1 - Multilayer Perceptron Model  
 

For solving complex classification problems like autism prediction, the multi-layer perceptron 

classifier is beneficial as it belongs to the feed-forward artificial neural network class. This 

model contains input, output, and one or more hidden layers. Due to efficiency in handling 

complex data relationships by acquiring weights as well as biases that reduce error amongst 

actual and predicted results, the MLP model was considered for this research. In addition, 

highly accurate results are generated by the implementation of this model. A total of four layers 

were present in the MLP architecture used in this scenario. The two hidden layers were 

incorporated into this MLP architecture. The pre-processed features of the autism dataset like 

A1-A10 scores, age, gender, etc. were received by the input layer. The number of neurons in 

the input layer was correlated with the total number of features obtained after data 

transformation. The input layer acted as an entry point for this MLP architecture.  The first 

hidden layer in this architecture was composed of 50 neurons on the other hand second layer 

was comprised of 100 neurons. In both layers 'tanh' or 'relu' activation functions were used and 

with the help of hyperparameter tuning, intricate patterns in the data were captured. Only a 

single neuron was present in the output layer of the architecture along with the sigmoid 

activation function. The sigmoid function was given probability values between 0 and 1 

suggesting the likelihood of autism in toddlers. Hyperparameter tuning was performed using 

the random search method and played a vital role in the optimization of the MLP model by 

exploring different hyperparameter combinations like the number of neurons, learning rates, 

activation functions, etc. The best hyperparameters were selected for training the MLP model. 

Adam optimizer was utilized for this purpose.  In this case, the MLP model was trained with 

200 epochs. Model performance was boosted with an increase in the number of epochs.  

 

The most crucial parameter of the analysis, which was accuracy in the scenario was 96.71%. 

The precision and recall achieved in the case of class 0 was 0.98 which shows that 98% of 

cases predicted were correct. Similarly, 98% of non-ASD class instances were recognized 

correctly. On the other hand, precision and recall for class 1 were 0.93 and 0.94 respectively. 

In addition, f1 score values were 0.94 and 0.98 for ASD and non-ASD classes showing that the 

number of false positive values was less. The reliability of predictions was increased due to the 

high F1 score value. The values of true positives, true negatives, false positives, and false 

negatives were showcased using the confusion matrix in Figure 3.  
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Figure 3:  Confusion Matrix 

 

To evaluate model performance confusion matrix. The confusion matrix parameters like 

accuracy, precision, and F1 score for each class were computed and shown using a 

classification report provided in Figure 4.  

 

 

 

 

 

 

 

 

 

 

 

Figure 4:  Classification Report 

 

 

The accuracy and lost plots for training and validation data were plotted in R for 50 epochs to 

visualize and interpret results as represented in Figure 5 and Figure 6 respectively. The 

accuracy graph indicated that the model's accuracy for training and validation datasets 

increased with an increasing number of epochs. In the case of validation data, the initial rise 

was seen and then it began to stabilize and slight fluctuations were observed after 10 epochs. 

It was evident from the graph that the model fits well for training data and further training 

cannot significantly enhance its generalization ability. On the other hand, the difference 

between actual and predicted values was studied thoroughly with the help of a loss graph. For 

training data, a steady decrease was observed whereas for validation data an initial decline was 

experienced before being stabilized and then slight variations were seen. It can be concluded 

from the loss graph that further training will cause overfitting.  
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Figure 5:  Accuracy plot for training and                   Figure 6:  Loss plot for training and    

validation data                                                               validation data 

 

5.2 Experiment -  Convolutional Neural Network Model 
 
 

Convolutional Neural Network was used for autism prediction. It had several layers like the 

input layer, convolution layer, pooling layer, dropout layer, flatten layer, and two dense layers.  

Pre-processed features from the data were fetched to the input layer. In this case, data reshaping 

was done to fit the data as per input requirements like samples, features, and time steps of 

which Conv1D layer. The convolution layer had a kernel of size two, 64 filters, and a ReLu 

activation function. Spatial hierarchies in the data were recognized through this layer. Pooling 

layer down-sampled input presentation, reduced dimensionality, and computation load while 

keeping key features. The pool size of this layer was 2. The overfitting was prevented by 

introducing a dropout layer with a 0.5 rate. The flattened layer made pooled features compatible 

with a dense layer which were fully connected by transforming them into a single vector. Out 

of two dense layers, the first layer had 50 neurons along with a ReLU activation function for 

learning complex patterns while the second layer had 2 neurons and a SoftMax activation 

function which gave the probability distribution of the output classes according to the number 

of categories present in the target attribute. This CNN model was implemented using a 

categorical cross-entropy loss function and Adam optimizer. This model was preferred in the 

case of multi-class classification. Hyperparameter tuning was performed, and ideal parameters 

were identified by training model for 50 epochs with a batch size of 32.  

 

In this scenario, the precision, recall, and f1 score values for the non-ASD class (0) were 0.98 

which highlights very a small number of false positives, and false negatives in non-ASD cases. 

Similarly for the ASD class, the precision and recall values were 0.96 and the f1 score was 

0.95. It can be stated that the model detected ASD cases with great accuracy while weighing 

trade-offs between recall and precision values. The combined accuracy obtained using this 

model was 97.23%. High accuracy was achieved by the model showing the robustness and 

efficiency of the applied CNN model.  
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The evaluation matrix was obtained using a classification report as shown in Figure 7.  

 

 

 

 

 

 

 

 

 

 

Figure 7:  Classification Report 

 
 

The accuracy and loss plots for the CNN model are represented in Figure 8 and Figure 9 

respectively. The accuracy graph plotted for 50 epochs depicts that the training accuracy 

represented by a blue line was elevated consistently while validation accuracy shown by the 

orange line increased but with slight variations and then stabilized at around 97%. Robust 

generalization abilities of the model were demonstrated using this model. In the model loss 

graph training loss declined abruptly before flattening showing reduced error. Similarly, 

validation loss also decreased but with a higher variability, and then it became stable indicating 

convergence of the model.  

 

 

 

Figure 8:  Accuracy plot for training and                  Figure 9:  Loss plot for training and    

validation data                                                                     validation data 
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5.3 Experiment -  Long short-term memory model  
 
 

The long short-term memory model with 4 layers was utilized for autism prediction. The first 

layer had 50 neurons for capturing dependencies in data. For the implementation of the LSTM 

model 3D input was needed. Therefore, reshaping was performed accordingly. The second 

layer, which was the dropout layer, had a dropout rate of around 0.2 to prevent overfitting by 

assigning a specific fraction of input units to 0 during the training phase. The LSTM layer was 

the most crucial layer of this architecture which had 50 LSTM units for retaining data and 

information over long periods. Thus, it is considered the ideal choice was capture temporal 

dependencies in sequential data. The last layer, which was the dense layer had a single neuron 

along with a sigmoid function. Hyperparameter optimization was carried out to determine the 

best parameters. Initially, 20 epochs were used for the training model with the help of optimal 

settings. Adam optimizer and binary cross-entropy loss function were used for model 

compilation.  As the problem was a binary classification problem the binary cross entropy 

function was taken into consideration.  

 

The evaluation matrix was computed for the LSTM model. The precision obtained for the non-

ASD class (0) was 0.97 whereas that for the ASD class was 0.95. It was evident that the model 

correctly predicted the high percentage of ASD classes without misidentifying the non-ASD 

classes. Similarly, the recall values for non-ASD and ASD classes were 0.98 and 0.91 

respectively.  In this case as recall value for the ASD class was less suggesting that a few ASD 

classes were misclassified as non-ASD classes. However high recall values of the non-ASD 

class showed that the model was efficient in recognition of true negatives. The F1 scores 

calculated for non-ASD and ASD classes were 0.98 and 0.93 respectively which expressed the 

balanced nature of the matrix in effective dealing with the trade-off that took place between 

recall and precision. The overall accuracy achieved by the LSTM model was 96.49%. The high 

predictive performance of the LSTM model was denoted by high accuracy.  

The classification report for the LSTM model is shown in Figure 10. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 10:  Classification Report 
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The accuracy graph and loss graphs were plotted in Figure 11 and Figure 12 for the LSTM 

model for 20 epochs. The training accuracy was elevated initially in a rapid manner and then 

stabilized at 98% after the 10th epoch. On the other hand, validation accuracy improved quickly 

and leveled off slightly below the training accuracy. The consistent performance of the model 

for both training and validation data showed the model's effectiveness. The loss graph for both 

training and validation data depicted a sharp decline for epochs highlighting that the model was 

quick in reducing error for both the sets. After the fifth epoch, the loss was stabilized at a 

relatively low value showcasing further advancement. 

 

 

 

            

 

 

 
 
 
 

Figure 11:  Accuracy plot for training and                  Figure 12:  Loss plot for training and    

validation data                                                                          validation data 

 
 

5.4 Experiment -  Random Forest Model  
 

The machine learning model was implemented for autism prediction and comparative analysis 

was done to thoroughly analyze and compare results obtained using deep learning techniques 

and machine learning techniques. A random forest classifier was applied to the pre-processed 

data. One hot encoding was performed to convert the target variable into binary format. After 

that data splitting was done in which 80% data was utilized as training data and 20% data as 

testing data. Training data was used to train the model while testing data was used for making 

predictions. A confusion matrix was printed to evaluate the matrix.  

The overall accuracy achieved by the model was 85.05%. In the case of this machine learning 

method, data quality issues like noise, data imbalance, insufficient training data, and inability 

to handle and capture complex data patterns were the most prominent reasons behind the low 

accuracy achieved random forest model. The recall value for the positive class was very low 

which was 0.45, indicating that the model lacked in correctly identifying positive cases. In 

addition, the confusion matrix showed that the number of false positives and false negatives 

was relatively high in number indicating high chances of misdiagnosis that can give rise to 

severe issues like unwanted stress among families and toddlers, and loss of faith regarding 
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healthcare and clinical practices. The imbalance in the dataset was visible and denoted the 

overfitting issue for specific features that don’t perform well for unseen data. 

The confusion matrix for the random forest model is shown in Figure 13.  

 

 

 

 

 

 

 

 

                                                   

                                                   

                                                

 

 

 

 

Figure 13:  Classification Report 

 

5.5 Experiment – Feature Importance Analysis using SHapley Additive 

exPlanation technique 

 

The feature important analysis performed using the SHapley Additive exPlanation technique 

enabled healthcare providers to enhance autism screening tools, and intervention programs and 

allocate resources sensibly. The most influential factors in the dataset contributing to autism 

were determined using this analysis. While carrying out this study all the ethical aspects were 

taken into consideration. Sensitive and discriminating remarks against any community, ethnic 

group, gender, etc were avoided instead the main crux of this study was present in assessing 

individual contributions of all the features involved in the dataset like A1-A10 score, gender, 

age, jaundice, etc. Mean absolute SHAP values and percentage contribution of each feature of 

the dataset were calculated for evaluation of the contribution of individual features of the 

dataset. Along with direct effects and exchanges with other features SHAP values determined 

the influence of each feature using mean absolute values. The average impact of each feature 

was calculated by mean absolute values while the relative importance of each feature was 

represented by comparing the SHAP value of every feature with the total SHAP value in the 

percentage calculation.  

 

In this analysis, ethnicity turned out to be the most prominent by contributing 31.74% to the 

autism prediction. The age factor was the second most impactful in this analysis with a 5.95% 

contribution followed by behavioral features A1-A10 contributing to the range of 2% to 6 %. 

Out of these behavioral factors, A9 was the most contributing factor with a score of 5.53% on 

the other hand A8 score was the least contributing factor with a score of 2.69%, Genetic factors 



20 
 

 

like the male gender contributed 4.58% to the overall predictions. The self-relation feature 

contributed 4.60 % and other factors like family history, and jaundice gave a contribution in 

the range of 0.5% to 2 %.  The feature important plot is shown in Figure 13. 
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Figure 14: Feature Importance Plot 

 

The feature importance vs percentage contribution bar chart is provided in Figure 13. The bar 

chart was plotted to represent the percentage contribution of features based on SHAP values. 

On the x-axis, features were plotted while percentage contribution was plotted on the y-axis.  

A clear overview of the individual contribution of all features was provided through this visual 

representation.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 15: Feature Importance Bar chart 
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6 Discussion and Comparisons 
 

This chapter includes comparisons performed to determine the most accurate model among 

applied deep learning and machine learning models and the most accurate model between 

developed and existing models respectively. The strengths and limitations of this research are 

also discussed in this section.     
 

6.1     Discussion and Comparison of Developed Deep Learning versus 

Machine Learning Model 
 

 

The comparative analysis was conducted to understand the efficiency of all applied techniques 

and to evaluate the superior techniques applied in this research. Among the applied models the 

CNN model gave the highest accuracy of around 97.23% followed by MLP and LSTM models 

which were 96.79% and 96.49% respectively. The highly accurate results delivered by the deep 

learning techniques indicate the resilience and efficiency of the deep learning techniques in the 

prediction of autism in toddlers. The results obtained using these deep learning techniques 

surpassed the results achieved using traditional machine learning techniques. The random 

forest model, a traditional machine-learning model, had an accuracy of 85.05% which is much 

less compared to the deep-learning techniques applied.  

 

A noteworthy difference between the accuracy obtained by deep learning models and that of 

accuracy achieved by machine learning models suggests that machine learning models like 

random forest are not efficient in handling complex data analytical tasks like autism prediction. 

This comparative analysis is shown in Figure 5.  

 

Table 5: Comparison of developed deep learning model versus machine learning model 

 

Model Name                         Accuracy 

Multiplayer Perceptron Model 96.71% 

Convolution Neural Network Model 97.23% 

Long Short-Term Memory Model 96.49% 

Random Forest Model 85.05% 

 

6.2     Discussion and Comparison of Developed Deep Learning and Machine 

Learning Model versus Existing Models  

 

The comparative analysis carried out was crucial for determining the merits of developed deep 

learning and machine learning models with the existing models. For evaluation of the 

generalizability of the developed models, distinct datasets and extraction methods were 

utilized. It can be stated from the comparison that the Multilayer Perceptron and Convolutional 
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Neural Network model developed in this research outperformed the existing versions. The 

Multilayer Perceptron model achieved an accuracy of 96.79% which was 96.20% in the 

existing model. Similarly, the Convolution neural network model showed 97.23 % accuracy as 

compared to 97% accuracy obtained through the existing Convolution Neural Network model. 

The random forest model underperformed in this research by giving an accuracy of only 

85.05% which was around 93% in the earlier case. The comparison is given in Table 6.   

 

Table 6: Comparison of developed model accuracy versus existing model accuracy  

 

Model Name  Developed Model 

Accuracy  

Existing Model Accuracy  

Multiplayer Perceptron 

Model 

96.71% 96.20% 

Convolution Neural 

Network Model (1-D)  

97.23% 97% 

Random Forest Model 85.05% 93% 

 

 

High precision was achieved in this study due to the use of deep learning techniques while the 

confidentiality of the toddlers and their respective families was maintained, and the risk of 

misdiagnosis was drastically reduced. Highly accurate results were obtained in this research in 

less computation time. The feature important analysis performed using SHAP added novelty 

to this study as the traditional research on this topic dealt with finding the contribution of 

behavior causing ASD. The feature importance analysis done in this study was successful in 

determining the individual contribution of demographic, environmental, and genetic factors 

like ethnicity, age, gender, and jaundice present in the data. The clarity and interpretability 

offered by feature important analysis will be advantageous for healthcare professionals in 

understanding the impact of different factors on autism. The study's outcomes provide clear 

evidence of the high predictive performance of the implemented deep learning techniques.  

 

Although the study is superior in several aspects, the consideration of limitations of the study 

is needed. The primary drawback of the research is the absence of generalizability as the 

selected data set specifically captured data regarding a particular demographic population. 

Additionally, the volume of the data taken into account was insufficient to strengthen the 

findings of the research. Secondly, the more computational resources used for the optimization 

of deep learning models can create accessibility concerns in rural areas.   
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7 Conclusion and Future Work 
 

The main motive of the research was to address the research question of determining how 

effectively deep learning techniques can be utilized for the early detection of autism spectrum 

disorder in toddlers along with the evaluation of the individual contribution of demographic, 

environmental, and genetic factors in the data. It can be concluded from the evaluation of the 

results obtained that the research question has been fully addressed in this research. All the 

designed research objectives were implemented successfully. It is evident that all the 

implemented deep learning models showcased highly accurate results with the Convolution 

Neural Network stated as the most accurate deep learning model with an accuracy of 97.23%. 

While the Random Forest model proved to be the least accurate model with an accuracy of 

82.05%. The significant difference between the predictive performance of deep learning and 

machine learning models for analyzing complex autism data was highlighted in this research 

through the comparative analysis. Similarly, the superiority of developed models to that of 

existing models in terms of accuracy was explained. The low false positive values for all 

applied deep-learning models indicate the reliability of the developed models used for autism 

spectrum disorder prediction in toddlers. The most prominent aspect of this research is the 

feature importance analysis carried out which plays a vital role in evaluating the individual 

contribution of different demographic, genetic, and environmental factors in the data. More 

efficient and customized care can be provided to autistic toddlers suing feature important 

analysis. It can be concluded from the results obtained through feature importance analysis that 

ethnicity is the most contributing factor to autism in toddlers contributing 31.74%. In addition, 

age, gender, and jaundice such factors can be considered notable contributors to the prediction 

of autism along with the behavioral A1-A10 scores obtained through the autism quotient 

screening method. However large, more diverse, and complex datasets, advanced methodology 

is necessary to understand thoroughly the broader applicability of the results obtained through 

this study.  

 

More complex, large, and diverse data should be taken into consideration in the future to 

enhance the generalizability of the predictions. Potential bias in the data should be minimized 

by taking various populations and participants of different socio-economic backgrounds into 

account. Future research should concentrate on developing an advanced deep learning-based 

framework that will provide optimized and highly accurate results and will predict autism 

across all age groups. In the future, results obtained through this AI-driven approach should be 

cross-verified or assessed by collaborating with healthcare practitioners in domains like 

genetics, psychology, gynaecology, etc. Future research should be done to develop cost-

efficient and extremely accurate AI-driven diagnostic tools for autism spectrum disorder.  
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