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1 Introduction

The main use of this manual is to log the technical procedure of the research. It contains
information about the tools, environment and code configurations utilised for the study
of this project. The manual also contains a few snippets of the code artefact that include
certain configurations specific to the project. The aim of the manual is to provide steps
for reproducing similar work and extend the scope of the research. Section 2 discusses the
environment used for executing the project. Section 3 contains information about the data
collection process. Section 4 contains details of initial analysis and model implementation.
Section 5 discusses the experiments performed in the project and their results.

2 Environment

The hardware used for the study of this project is shown in Figure[I] It has Processor of
11th Gen Intel(R) Core(TM) i3-1115G4 @ 3.00GHz 3.00 GHz with an Installed RAM 20.0
GB (19.8 GB usable) and operates on a System type 64-bit operating system, x64-based
processor.

ystem > About
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@ Device specifications

Device name
Processor
Installed RAM
Device ID
Product ID
System type

Pen and touch

Related links  Domain or workgroup ~ System protection  Advanced system settings
Figure 1: System Configuration
The integrated development environment used for coding was Visual Studio. Jupyter

Notebook as editor was used for legible log of codes. To aid the system computation and
increase the speed of execution, use of Google Colabﬂ was done.

LGoogle Colab.


https://colab.google/

3 Data Collection

The Building Stock data for Ireland published by Sustainable Energy Authority of Ireland
(SEAI) P is available for download along with the User Information guide that contains
the data description of the dataset as shown in Figure

23 ndber.seai.ie/BERResearchTool/ber/search.aspx
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The BER Research Tool gives researchers access to statistical data from the Building Energy Rating (BER) scheme which is
administered by the Sustainable Energy Authority of Ireland. The BER certificate indicates the annual primary eneray usage
and carbon dioxide emissions associated with the provision of space heating, water heating, ventilation and lighting to the
dweliing. This tool provides access to information on all aspects of construction that affect the energy performance of
dwellings. Results can be downloaded in the form of a Microsoft Excel spreadsheet

Click here to download the User Information Guide.

Click here to download the full dataset to excel. This will download the data set in 2
zipped format. You will require a file compression/de-compression tool like winzip or

72ip to extract the file. Once extracted the file is presented in xis/csv format. SEAl does mtsihisabiiiy
not d or endorse any comp p tools.

R“lll‘?,s The Sustainable Energy Authority of Ireland is financed by Ireland's EU Structural Funds Programme co-
na hEireann funded by the lrish Government and the European Union
Government

of Ireland

Figure 2: Dataset Location

4 Library and Package installation

Figure |3] shows the two packages to be installed before running the code.

Install Packages and Import Libraries

%pip install lazypredict

%pip install boruta

Figure 3: Installed Packages

Figure [4, shows the libraries to be imported for various methods in the code.
The datset has 211 columns Sustainable Energy Authority of Ireland (SEAI)| (2024)),

along with user guide. After loading the data, 50 columns are dropped from the dataset
based on domain knowledge. Figure []

2Sustainable Energy Authority of Ireland .


https://ndber.seai.ie/BERResearchTool/ber/search.aspx

roc_auc_score
label binarize

panda
m sklearn.nai

Figure 4: Imported Libraries

" Load Data

df_main = read_csv("Dub

cols_to_dr

v 00s

drop_columns = cols_to_drop[’ ].tolist()

v 00s

print(drop_columns)

v/ 00s &8 Open 'drop_columns' in Data Wrangler

[ 'CountyName®, 'TypeofRating', 'BerRating', 'CO2Rating’, 'MPCDERvalue', 'HSEffAdjFactor’, 'HSSupplHeatFraction',

columns=drop_columns, inplace=

Figure 5: Domain Feature Selection



5 Data Cleaning and Processing

Figure [6] shows the handling of missing values by dropping features that are 50 percent
empty.

‘] > 58].1index

df main = df main.drop(columns=null columns)

/ A .

Figure 6: Missing value handling

Figure [7] shows the method used for filling up the remaining empty columns.

Data Cleaning/Processing

Handling Missing Values

missing_values = df_main.isnull().sum()
missing_percentage = (mis * 100
missing data = pd Fra ng_values, 'Percentage’: missing percentage})

missing data = missing data[missing data > 0]

missing data.sort values(by="Perc age ndi inplace=True)
print(missing data)

Figure 7: Substituting Missing Values

Figure [ shows the method used for transforming the data using Label Encoding.
Figure 77, shows the boruta method used for features selection.

6 Modelling

Figure shows the method used for splitting the dataset into train and test for ML
modelling.
Figure[l1] shows the implementation of 25 ML models using the package LazyPredict.
Figure [12] shows the model implementation for LGBM ML model.
7 Experiments
Figure[13] Figure[14] Figure[15] Figure[l6] show the experiments performed in the Retrofit
analysis part of the research.

8 Statistical Inference

Figure [I7], shows the statistical inference of the performed experiments.

4



Label Encoding

df new[categorical cols] = df new[categorical cols].astype(str)

label encoders = {
:

1
J
for column in categorical cols:
label encoders[column] = LabelEncoder()
df new[column] = label encoders[column].fit transform(df main[column])

print(df_new)

v 08s ] Open "df_new’ in Data Wrangler

Figure 8: Data transformation

Feature Selection

Boruta Method for feature selection

X_inti = df_new.drop(Er
y_inti = df_new[ 'Ene

rf = RandomFor er(n_jobs=-1, class_weight , max_depth=5)
boruta_selector JorutaPy(rf, n_estimators , verbose=2, random state=1)

boruta_selector.fit(X_inti, y inti)

selected features = df_new.drop('En axis=1).columns[boruta_ selector.support ].to list()
print("s d Feat ', selected features)

Figure 9: Boruta Feature Selection

Data Split

X_train, X test, y train, y test = train_test split(X, y, test size=8.2, random state=42)

v/ 00s

Figure 10: Data split configuration



Lazy Predict

clf = LazyClassifier(verbose=0, ignore_warnings= custom_metric=
models, predictions = clf.fit(x_train, X_test, y train, y test)

def compute multiclass roc_auc(y true, y pred proba, average=
y_true_binarized = label_binarize(y_true, classes=np.unique(y true‘)
n roc_auc_score(y_true binarized, y pred proba, aver

F get proba or_decision Fungtlnn(model X test):
if hasattr(model, proba’):
return model.predict | praba(x test)
elif hasattr(model, H
decision_scores = model.dec1>1on7function(Xﬁtest)
if decision_scores.ndim == 1:
decision_scores vstack([1 - decision_scores, decision_scores]).T
rn softmax(decision scores, axis=1)

AttributeError(f

Figure 11: Lazy Predict

model = 5 lassifier()
model.fit(X train, y train)

y _pred = model.predict{X test)
y_pred proba = model.predict proba(X test)[:, 1]

accuracy = accuracy_score(y test, y pred)
print(f'A {accuracy: .2

print("Cla
print(classification_| Pepnrt y_test, y_pred))

Figure 12: LGBM implementation



Exp 1:

® X test['NoCentralHea umps ' ].value counts()

X test expl = X test.copy()
X test expl.loc[X test expil[ 'NoCentralHeati umps'] == @, ntralHeatingPumps®] = 1

v/ 00s

X test expi[’h ralHeati ps"].value counts()

y_pred_expl = model.predict(X_test_exp1)

v 18s

Figure 13: Experimentl

Exp 2:

X test["SolarHo ting'].value counts()

X _test exp2 = X test.copy()
X_test_exp2.loc[X test_exp2[’'sSo

v/ 00s

X test exp2[ ing"].value counts()

~+ Code + Markdown

y_pred_exp2 = model.predict(X_test_exp2)

Figure 14: Experiment?2



Exp 3: CHBoilerThermostatControlled

X_test[ ' CHB atControlled’].value counts()

X test _exp3 = X _test.copy()
X _test_exp3.loc[X test exp3['CH he ed'] 3, 'CHBoile

v 00s

X_test_exp3[ ' CHBoilerThermos trolled’ ].value_counts()

y_pred_exp3 = model.predict(X test_exp3)
v 18s

Figure 15: Experiment3

Exp 4: OBBoilerThermostatControlled

olled’].value_counts()

X _test expa = X test.copy()
X_test_expa.loc[X test_expa[ 'O

v/ 00s

X _test_exp4[ '0BBoilerTherm d"].value_counts()

y_pred_exp4 = model.predict(X_test_expa)

+ Code + Markdown

Figure 16: Experiment4



Statistical Inference

t statistic, p value = f oneway(y pred, y pred expl, y pred exp2, y pred exp3, y pred exp4)

v/ 00s

print(f"F-statistic: {f statistic
print(f"P-val (p_value}"™)
v 00s

F-statistic: ©.1939183655852924
P-value: 0.9416785414973162

ttest_resultl
print('T-test

ttest_ind(y_pred, y_pred_exp2)
al an , ttest result2)

ttest result
print('T-te et ent 3:', ttest_result3)

ttest_resulta y_pred, y_pred expa)
print('T-t b inal an nt 4:', ttest_result3)

v 00s

Figure 17: Statistical Inference
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