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1 Introduction 
 

The aim of this research project is to precisely forecast customer attrition in the context of e-

commerce. This handbook provides a detailed explanation of the hardware and software 

prerequisites required for future researchers to successfully reproduce the experiment. The 

handbook provides a comprehensive overview of every step involved in the project 

execution, encompassing data gathering, preprocessing, model training, testing, and 

assessment. When relevant, footnotes are included with reference code repositories, allowing 

for the replication and validation of all phases. 

 

2 System Requirements 
 

2.1 Hardware Requirements 

The system used for this project is equipped with an 11th Gen Intel Core i7-1165G7 

processor running at 2.80 GHz, with 16 GB of installed RAM, and operates on a 64-bit 

Windows operating system. This setup provides sufficient computational power to handle the 

data processing, model training, and evaluation tasks required for the customer churn 

prediction project. 

 
Figure 1 : Hardware Configuration 

 

2.2 Software Requirements 

 

The software configuration entails utilising Jupyter Notebook as the primary development 

environment for coding, data processing, and model training. The dataset was instantly 

uploaded and analysed within Jupyter Notebook, enabling a dynamic and streamlined 

workflow for the customer churn prediction project. 
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3 Importing required libraries 
 

The essential Python libraries for this project are listed in the requirements.txt file, which 

guarantees the accurate installation of all dependencies. To recreate the environment, you 

may install the necessary libraries by using the command "pip install -r requirements.txt" in 

your terminal. 

 

 

 
Figure 2: Required Python Libraries 

 

4 Data Exploration 
 

This figure represents one of the data exploration techniques used to gain insights and 

understand the data. Similarly, various exploratory methods were employed throughout this 

research. 

 

 
 

Figure 3: Uni-Variate Analysis of Categorical Columns 

 
_________________ 
 
https://www.kaggle.com/datasets/rakeshswaminathan/churn-data 

 

 

 

https://www.kaggle.com/datasets/rakeshswaminathan/churn-data
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5 Data Preparation 
 

5.1 Data Collection 

 

The dataset for the customer churn analysis was loaded into the Jupyter Notebook using the 

pd.read_excel function from the specified file path. 

 

 
 

Figure 4: Loading Customer Churn Data 
 

5.2 Data Preprocessing 

 

Following the process of data cleaning, an exploratory data analysis (EDA) was conducted to 

examine the structure of the dataset and verify that all characteristics had consistent non-null 

values. 

 
Figure 5: EDA info 

 

Preprocessed the 'Tenure' variable by handling missing and erroneous data, changing it to an 

integer data format, and imputing the missing values with the median value. 

 
Figure 6: Data Scaling with MinMaxScaler 
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The dataset underwent scaling using the MinMaxScaler technique to standardise features 

within the range of 0 and 1, guaranteeing consistency across all variables. The rescaled data 

was subsequently aggregated into a fresh DataFrame to facilitate additional analysis and 

model training. 

 

 

 
Figure 7: Treating Data 

 
 

5.3 Data Splitting 

 

The dataset was split into training and testing sets, with 70% of the data used for training and 

30% reserved for testing. 
 

 
 

Figure 8: Splitting Data into Training and Testing Sets 
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6 Model Implementation 
 

6.1 Overview of Models 

 

The model was evaluated both with and without SMOTE, and the results were stored for 

comparison, this process was repeated for all other models as well. 

 
Figure 9: Comparing Model Performance with and without SMOTE 

 

6.2 Hyperparameter Tuning 

 

Hyperparameter grids were defined for several models, such as Logistic Regression, Decision 

Tree, Random Forest, Gradient Boosting, AdaBoost, Bagging, and SVM, in order to enhance 

their performance throughout the process of model tuning. 
 

 
 

Figure 10 : Hyperparameter Grids for Model Tuning 
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6.3 Training Procedures 

Below is the sample for the model training for the Random Forest model, with the parameter 

of 100 estimators to evaluate its performance without applying SMOTE. Similarly, this is 

performed for all the other models. 

 
 
 

Figure 11 : Random Forest Model Initialization without SMOTE 
 

 

6.4 Model Evaluation:  
 

An evaluation function was defined to calculate metrics, generate confusion matrices and 

ROC curves, and store results for models both with and without SMOTE. 

 

 

 
 

Figure 12 : Evaluation Function for Model Performance Metrics 
 

 

7 Results Analysis 
 

The figure 8 below presents a comprehensive summary of the model comparison prior to and 

following the implementation of SMOTE. This comparison is essential for obtaining findings 

and analysing the optimal model for predicting customer retention. 
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Figure 13 : Converting and Displaying Model Comparison Results 

 

 
 

. 

Additionally, the ROC AUC curves for all models were generated to aid in selecting the best 

model 

 
Figure 14 : Plotting Combined ROC Curves for Best Models 

 

8 Model Deployment 
 

8.1 Model Export  

The code identifies the best model based on accuracy and recall, then saves it to a pickle file 

for future use. 

 
Figure 15 : Identifying and Saving the Best Model 
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8.2 Streamlit Application  
 

 
Figure 16 : Streamlit App Setup for Customer Retention Analysis 
 

This code snippet demonstrates the setup of a Streamlit application for predicting customer 

churn using a pre-trained model. 

 
 

 
Figure 17 : Launching Streamlit App Locally via Jupyter Notebook 

 
 

Executing the Streamlit application on a local machine by using the command `streamlit run 

app.py` through PowerShell within Jupyter Notebook. This enables real-time visualisation 

and analysis from within the web browser. 
 

8.3 Deployment 

 

This figure 12  shows the deployment process of a Streamlit app by connecting to a GitHub 

repository. After specifying the repository, branch, and main file path, we can deploy the app 

with a single click. 
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Figure 18 : Deploying Streamlit App via GitHub 

 

Web Application: 

 

This image shows a deployed Streamlit application for E-commerce Customer Retention 

Analysis, where users can input customer data to predict whether a customer will churn or 

not, along with the prediction probability. 

 

 
Figure 19 : Streamlit E-commerce Customer Retention Analysis Dashboard 

 
_______________ 

 
https://publicwebappml-w9py9u9xcpqqzusjnygpnn.streamlit.app/ 

 
 

 

https://publicwebappml-w9py9u9xcpqqzusjnygpnn.streamlit.app/
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