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1. Introduction 
 

This document outlines the software tools and configuration used for the successful completion 

of this research titled 'Deep Learning Framework for Land Use and Land Cover Classification 

and Change Detection'. It provides a step-by-step workflow that can be followed to replicate 

the study.  

 

2. Computing Requirements 
 

This section describes the hardware and software specifications and settings required for the 

completion of this research. 

 

2.1. Hardware Requirements 

 

 Apple MacbookPro 

 Processor: M1 chip, 8-core CPU 

 Memory: 8 GB RAM, 512 GB HDD 

 Operating System: macOS Sonoma version 14.5 

 

This research was completed using a macOS, however it can very well be completed on a 

Windows or Linux OS.  

 

2.2. Software Requirements 

 

 QGIS (version 3.28) and ArcGIS Pro (version 2.9): These are geospatial software used 

for data pre-processing as detailed in section 3.2. 

 Jupyter Notebook: The complete Python code for this research including data 

preprocessing, data transformation, modelling and evaluation was developed and 

executed within the Jupyter Notebook environment, version 6.4.3. 

 UTM: Currently, the ArcGIS software is not available for a machine with macOS. Thus, 

UTM was required to run a Windows virtual machine on a Mac to work with the 

ArcGIS software. 

 

2.3. Additional Requirements 

 

 Python Libraries: Several Python libraries including Pandas, Numpy, GeoPandas (gpd), 

rasterio, sci-kit learn ('sklearn'), 'matplotlib', and 'seaborn' were used throughout the 

research.  

 PyTorch: The modelling using the ResNET50 model was implemented using PyTorch 

version 2.3.1 
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3. Data Collection, Data Pre-Processing, Data Transformation 

and Modelling Workflow 
 

3.1 Data Collection 

 

 Download the ground truth vector data and an outline map of the Greater Dublin Area 

from the Environmental Protection Agency[1], Ireland and Copernicus Land Monitoring 

Service Urban Atlas[2] respectively.  

 Download the MultiSpectral Instrument, Level-1C Sentinel 2 imagery having 5% cloud 

cover from the Copernicus online portal[3] for the area of interest for the years 2018 and 

2024.  

 

3.2. Data PreProcessing 

 

3.2.1. Ground Truth Vector Data 

 

 The downloaded ground truth vector data will have a low-level classification as shown 

in Figure 1. Reclassify this using the reclassification code file 'ROI GT ShapeFile - 

Reclassification & Color Adjustment - 2018.ipynb' and save the new reclassified vector 

data. Figure 2 shows the code snippet for reclassification. 

 

 
Figure 1: Attributes Table for Ground Truth vector data with low-level classification  

 

 
Figure 2: Script for class labels reclassification 
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 After reclassification, using the ArcGIS and the downloaded outline map for the 

Greater Dublin Area clip the ground truth vector data to the area of interest. Figures 

3(a) and 3(b) show the before and after clipping shape of the vector data. 

 

 
 

 
Figures 3(a) and 3(b): Before and after clipping shape of the vector data 

 

 For this research, the vector data cannot be used directly. Thus rasterize the vector data 

by class labels and a resolution of 10m. This can be achieved using ArcGIS. Figure 4 

shows the raster image generated.  

 

 
Figure 4: Raster image generated from vector data 
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 Reproject the raster file to EPSG: 32629 WGS 84 / UTM zone 29N Coordinate 

Reference System and save it for future use. 

 

3.2.2. Sentinel-2 Data 

 

 Use QGIS to merge the multiple spectral bands (B2, B3, B4 and B8), all at 10m 

resolution and then combine images representing the north and south regions of the area 

of interest for both 2018 and 2024. This would generate a single image representing the 

comprehensive multi-temporal and multi-spectral dataset. Figure 5 shows the merged 

multi-spectral image generated at 10m resolution for 2018. A similar image is generated 

for 2024. 

 

 
Figure 5: Merged multi-spectral image generated at 10m resolution for the year 2018 

 

 Using the outline atlas for the area of interest, clip the mosaiced images to the area of 

interest and reproject the images to EPSG: 32629 WGS 84 / UTM zone 29N Coordinate 

Reference System. 

 

The generated ground truth from section 3.2.1 has the shape (13707, 9253) while the Sentinel 

Data has a shape (13708, 9265). Since the shapes of both files do not match it would not be 

possible to layer the files on top of each other and perform a pixel-by-pixel comparison to 

generate labelled satellite images. Thus, using the raster image preprocessing code 'Raster + 

Sentinel Image Processing.ipynb’ trim the shape of the clipped sentinel image to remove the 

extra row/column. Figure 6 shows the code snippet for trimming the sentinel data. 
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Figure 6: Code snippet for trimming the Sentinel data. 

 

Generate tiled images of 64*64 pixels from the ground truth raster data and trimmed Sentinel 

image using the code 'Convert Image to Tiles of 64 X 64.ipynb '. Figures 7(a), 7(b), and 7(c) 

show the code snippet for generating tiled images. 
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Figures 8(a), 8(b), 8(c): Code snippet for generating tiled images for ground truth, 2018 and 2024 data 

 

Lastly, generate 5 folders representing each class - Agricultural Areas, Artificial Surfaces, 

Forest and Seminatural Areas, Water Bodies, and Wetlands and depending on the class labels 

of each tile image move it to the respective class folder. Additionally, map the sentinel 2018 

tiled images to the labelled raster image and generate a labelled Sentinel-2 image dataset. This 

step can be achieved using the code 'Processing of Tiled Images.ipynb'. Figures 8(a), 8(b), and 

8(c) show the code snippet for generating tiled images.  
 

3.3. Data Transformation 
 

The generated image set was imbalanced as there is no equal representation of each class. 

Figure 9 shows a histogram of the representation of each class in the labelled 2018 image 

dataset before data augmentation. 
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Figure 9: Histogram representing each class in the labelled 2018 image dataset before data augmentation 

 

Thus, before modelling it is required to perform data augmentation and balance the dataset. 

Code 'Data Augmentation.ipynb' is used to perform data augmentation. Figure 10 shows the 

code snippet to perform data augmentation and Figure 11 shows the representation of each 

class after data augmentation. 

 

 
Figure 10:  Code snippet to perform data augmentation 

 

 
Figure 11: Histogram representing each class in the labelled 2018 image dataset after data augmentation 

 

3.4. Modelling using 2018 Sentinel-2 labelled data 

 

The modelling process is achieved using the script 'Model - Training & Validation.ipynb'. 

Below is a step-by-step explanation of the code and a corresponding snippet highlighting its 

implementation in Python using Jupyter Notebook.  
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3.4.1. Import all the required libraries and set the 'SEED' value to 20 for reproducibility. 

 

 
 

3.4.2. This research applies transfer learning using the ResNet50 model. The ResNet50 model 

is pre-trained on the ImageNet dataset, thus it is crucial to standardize the input dataset to match 

the data distribution of the pre-trained model. Define the image normalization parameters. 

 

 
 

3.4.3. Load the labelled dataset and randomly split the data into 60:20:20 train, validation and 

test ratios respectively.  

  

 



9 
 

 

 
 

3.4.4. Set the data transformation i.e. normalization for the training, validation, and test 

datasets. Then creates data loaders for each dataset, specifying the batch size, number of worker 

threads for data loading, and whether the data should be shuffled. These data loaders are used 

to efficiently feed the data into a model during training and evaluation. 

 

 
 

3.4.5. Load a pre-trained ResNet50 model that is optimized on the ImageNet dataset with 

default weights. Adapt the model for this research by replacing the fully connected layer with 

a new linear layer that matches the number of classes in the dataset. The model was then 

transferred to the appropriate device (CPU or GPU) to leverage efficient computation. Finally, 

a summary of the model architecture is generated, detailing the structure and parameters for an 

input size of 224x224 pixels. 

 

 
 

3.4.6. Define the key parameters of the experimental setup, including the activation function, 

optimizer, learning rate, loss function, and number of epochs. 

 

 
 

3.4.7. Next, define three key functions to train, evaluate, and fit a deep learning model. 
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The 'train' function handles the training loop, where it calculates the loss, updates the model's 

weights through backpropagation, and tracks the training accuracy across the dataset.  

 

 
 

The 'evaluate' function assesses the model's performance on the validation set, computing loss 

and accuracy without altering the model's weights, and gathers predictions for further 

evaluation. 

 

 
 

The fit function manages the training process across multiple epochs and saves the model's 

best-performing weights and metrics for future use. 

 



11 
 

 

 
 

3.3.8. Lastly, run the fit function, which trains the model over multiple epochs using the 

provided training and validation data loaders. It returns the best model weights 

(best_model_wts) based on validation loss, along with the lists of training and validation losses 

(train_losses, val_losses), and accuracies (train_accuracies, val_accuracies). 

 

 
 

4. Model Testing and Evaluation Workflow 
 

4.1. Testing and Evaluation of 2018 Data 

 

Test the model on the 2018 test dataset and check the model performance using the script 

'Model Testing - 2018.ipynb'.  
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4.2. Testing and Evaluation of 2024 Data 

 

4.2.1. Using script 'Model Predictions – 2024' and the saved model 'best_fit_model.pth' make 

class predictions on the unlabelled 2024 dataset. 

 

4.2.2. Using code ‘Manual Labeling + Performance evaluation of 10% Predicted Data.ipynb ' 

generate a 10% sample from the predicted data and manually label them. Save the labelling 

information in Excel with true labels and predicted label information. Using the same script, 

upload the Excel to a pandas data frame and evaluate the model’s performance in predicting 

labels. 
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4.2.3. Add the 10% sampled manually labelled data to the existing 2018 labelled data. Re-train 

the model using this pseudo-labelled + original labelled dataset. Repeat steps 4.2.1. and 4.2.2. 

to make predictions using the new model 'best_fit_model_pseudotraining.pth' and re-evaluate 

the prediction performance. 

 

 
 

4.3. Change Detection 
 

Finally, calculate the total area covered by each class for 2018 and 2024. Difference the 2018 

values from the 2024 values to calculate the change in area. 
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