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Construction Projects Using Machine Learning
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Prajwal Shashidhara
x22209077

Abstract

The construction industry is growing rapidly around the world, with an ex-
pectation to reach $10.5 trillion by 2023. The growth is driven by factors such as
the urbanization of the population. The industry necessitates building accurate
and reliable methods to forecast costs as compared to traditional methods that
fall short and overrun the budget. This study explores the application of predict-
ive modelling using various algorithms for cost estimation in construction projects.
The research seeks to determine the best method for early-stage cost prediction
by examining models that use statistics, machine learning, and deep learning. Ac-
cording to the study, random forest gives higher accuracy in estimating building
costs. Floor space, CPI, lot size, and project time are some of the key factors
that affect expenses. Machine learning models, according to the findings, can im-
prove the timeliness and accuracy of cost estimations, which in turn helps with
improved resource management and project planning. This study highlighted the
use of standard data mining methodologies like CRISP-DM (Cross-Industry Stand-
ard Process for Data Mining) and the model explainability method SHAP (Shapely
Additive exPlanations) to help in better understanding and decision making.

1 Introduction

1.1 Background

The construction industry all around the world is increasing at a fast pace, with an ex-
pectation of reaching a $ 10.5 trillion economy by 2023, as shown in Fig 1.Business Wire
(2021). The rise of population and urbanization has given rise to the following market,
and it is not going to stop anytime soon. According to McKinsey, the given industry
is the largest in the world economy and holds 13% of GDP. Mckinsey highlighted the
use of AI (Artificial Intelligence) in the field of construction to provide better solutions
throughout the whole project life-cycle, including design, building, energy efficiency, fin-
ancing, procurement, and construction operations. Most construction projects outrun
the budget as they were tackled using traditional methods that rely on historical data
and judgements. As the given projects become more advanced and data-driven, cost
estimations need to be enhanced to handle the complexity. To address this, predictive
modeling offers a better approach that is reliable and may attain maximum accuracy
while leveraging larger datasets .
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Figure 1: Investment in Construction Technology McKinsey (2023)

1.2 Motivation

The construction industry faces many challenges while estimating the cost because of
complex inputs and variable factors of labour cost, and the following can lead to inap-
propriate judgement while calculating the prices. Studies have shown that predictive
analytics play a major role in predicting cost estimation, reducing the time for managers,
and making better decisions for construction managers.Miranda et al. (2022) Predictive
Analytics in Preventing Construction Disasters (2024) Hence, the given integration of a
driven approach would help in better adjustment of project management based on vari-
ous factors Rafiei and Adeli (2018). The reason why predictive analytics is preferred is
because of its ability to analyze large datasets and find hidden patterns in the data, which
is not possible with traditional methods. Also, these models can adapt to new datasets
and provide real-time results that are more accurate and reliable, helping managers make
better decisions for projects.

1.3 Research Objectives

• Analyse the statistical algorithms, machine learning algorithms, and deep learning
algorithms for their application in the construction industry, making a benchmark
comparative study.

• Find the most important factors that impact the cost of the project and incorporate
these features in these models.

• Evaluate the performance of these models on various metrics to identify the most
effective approach.
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1.4 Research Questions

• Find a real-world dataset and try to find the most compelling features related to
predicting the cost of one project and make a generalized model.

• Use these early cost estimation models and human intuition to make better decisions
on the project and reduce cost.

• Find the best algorithms that can be used to build the given model and understand
the importance of machine learning, deep learning, and statistical analysis.

• Try to understand the accuracy of these models to explain and interpret the given
problem better.

1.5 Limitations

• The data should be of high quality and represent the current market conditions to
get better results. Hence, data quality and sources from where it is attained are
important.

• Making the generalized model for all construction projects is not possible, account-
ing for the complexity of these projects.

• Machine learning models may tend to overfit the dataset, and hence, domain know-
ledge is needed to reduce the misinterpretation gap.

• The data should comply with regulations and legal concerns and should be gener-
alized and interpretable.

1.6 Report Structure

• Literature Review: In order to lay the groundwork for the project, the following
chapter examines the research that has been conducted in the specified topic.

• Research Technique: Chapter 3 lays out the procedures followed to address the
issue at hand by applying the CRISP-DM technique to determine if the data is
informative or not, as outlined in Chapter 2.

• Design Specification: The design chapter specifies the new idea and proposed solu-
tion to the given challenge, introducing a fresh approach.

• Implementation: The fifth chapter gives a thorough analysis of the research and
then describes the process for implementing the data.

• Evaluation: The evaluation results are covered in the sixth chapter, which also
compares different models using different criteria for evaluation and examines the
outcomes.

• Discussion and Conclusion: The final chapter presents the results, analyzes and dis-
cusses the problem’s outcomes, lays out the constraints, and delves deeper into each
plan’s exploration of machine learning and artificial intelligence in the appropriate
field, with a primary emphasis on the model’s end-to-end deployment.
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2 Related Work

2.1 Statistical Models

Chakraborty and Elzarka (2020) proposed a hybrid approach for construction cost es-
timation using a hybrid approach to estimate construction cost at the design phase and
enhance the accuracy of predictions. Value-engineering analysis in construction is used
to find the best alternatives as per the design to get optimal results and lower the cost of
the project. The study focuses on building a Light Gradient Boosting (LGB) algorithm
and a Natural Gradient Boosting (NGB) algorithm for probabilistic estimations of the
project. The study used a mixed dataset from six different construction assemblies for
the model training, and six different models were built in the research, such as Linear
Regression, ANN, Random Forest, XG-Boost, LGB, and NG-Boost. The study used the
RS Means assembly book as a reference to build the dataset with the original dataset,
and the proposed hybrid approach attained an RMSE of 0.5 and 0.99 as the R2 score.
For the model explain-ability, SHAP is used, which is based on game theory, and the
features having large SHAP values are considered important features and can be used to
make the best decisions.

Fung et al. (2020) used machine learning algorithms to predict the seismic retrofit
cost based on the characteristics of the building. The cost provides an idea and estima-
tion of building projects as it contains attributes like size, age, and type of the building.
The study used a dataset from FEMA (Federal Emergency Management Agency) 156
and FEMA’s software. The dataset has information about the cost and building charac-
teristics available from past data, and the study focused on comparing different models
to measure uncertainty. Two different models are used in the research where Standard
Linear Regression and Generalized Linear Model (GLM), which highlight the importance
of normal distribution of the data, and one model relaxes the same. Out of these models,
the GLM model outperformed the previous model, and the inverse of normality decides
the cost estimates. The given model was then applied to various federal buildings to
understand the retrofit cost and demonstrate results based on that.

Oshodi et al. (2020) Construction economics is directly linked with the economic
growth of a country, and defining a relationship between the two can help identify the
economic growth and factors responsible for it. However, the given industry is highly
fluctuating and requires much attention, and the study highlights the use of predictive
modeling to understand these factors and find all the changes responsible. The given
review addresses the question of finding the factors responsible for fluctuations in the
volume of construction output and whether predictive modeling can be predicted based
on these theories. There are various studies backed by the research showcasing the parti-
tioning of the data for model building and evaluation. Different journals were searched,
and the theme was identified using the construction output and construction demand
keywords. Explanatory models and Predictive Models are built on the given topics, and
interest rates are the most common variable for determining the construction output and
other factors like population growth, GDP, and Government policies. The study high-
lights the use of non-linear modeling for building better forecast models and focuses on
the factors that can influence construction investments.
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Sobieraj and Metelski (2021) Highlighted various factors that are responsible for ex-
plaining the performance of a construction project in Poland. The study used some
questionnaires, and a total of 197 participants were used in the research, all of whom
were construction managers. The analysis shows the relevance of each factor in predict-
ing the project’s success. The following is divided into three groups: strong, medium, and
weak. The study uses Bayesian Model averaging to find the key factors responsible for the
success of the construction project, and the data is categorized to get a clear picture. The
given model outperformed basic statistical models like OLS and can address uncertainties.

All these models are statistical models used in the given research that highlight the
important factors, such as the base model used in the research. Now, the study will focus
on shifting towards a better non-linear predictive model that can be used for construction
cost estimation and overcome the issues with these models.

2.2 Machine Learning and Deep Learning Approaches

Castro Miranda et al. (2022) In any construction project, cost management is the one
thing that defines whether the project is as per budget or not to define the success of
the project. Generally, there are basic statistical methods that deal with multiplying the
floor area by cost per meter. The study showcases the use of predictive analytics for
cost estimation, highlighting the better accuracy of the models for the given topic. The
study highlights a step-by-step approach talking about the goal, aka research questions,
then the data collection strategy used, followed by data preparation and EDA, which
is the most important step in the model building. Once the EDA is done, the choice
of variables and methods decides the truth for the models. Then, these models can be
evaluated based on evaluation and model selection, showcasing the results in terms of re-
porting. The study used a total of 46 studies with data from 1974 to 2022. The predictive
models sustain better accuracy than the traditional models, and finding the cost drivers
is the main thing in the analysis. The study also focused on the predictive accuracy
of the models in elaborating the new predictions. The most common methods used are
ANN, Case-Based Reasoning, Multiple Regression Analysis, Boosting Regression Trees,
and SVM.

With a standard implementation process available for the machine learning models,
research by Ashraf et al. (2023) talks about the use of machine learning and deep learning
architectures. The researchers are focusing on finding the best model that can be used
for cost modeling that is in an acceptable range and can be used as a reference model for
predicting cost. The study highlights that Random Forest and ANN are two adequate ML
techniques to be used for the given research.Ebtehaj and Bonakdari (2016). The research
used data collected from 220 real projects in the regions of Egypt, and all the data about
raw materials was recorded. A80:20 split was taken on the training dataset, and these
two models were built into the research. With 128-layer input neurons and 64 neurons
in the hidden state to generate the output based on the novel architecture. Random
Forest was used as a significant model to find the feature importance, and MDI (Mean
Reduction in Impurity) was used to find the features. The models are tuned to under-
stand the importance of hyperparameters. Both models attained a high value of R2 above
99 and a very low MAPE of 0.044, showcasing the supremacy of random forest over ANN.
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The deep learning models have shown an application in the given field, and Yun (2022)
showcased the implementation of a Neural Network for a multioutput regression model
for the construction cost prediction. The study predicted two or more values based on
the network to find the sub-construction cost that would sum up to the final construction
cost. The main theme of such a project is that the input variable shows a correlation with
the output value. All the past studies done in the field are based on finding the construc-
tion cost based on various factors. The following research is based on sub-construction
costs such as civil engineering, architecture, electricity, etc. The data was used from the
Public Production Service (PPS), and a total of 908 cases were taken. Ten input values
as influencing factors and 8 output sub-construction cost variables are chosen, and the
output Is obtained that is scaled using the Z-scaler to reduce the deviation. The study
showcases the type of method used, the hyperparameter, the subfactor, and the tech-
niques used for pre-processing to define the output.

Saeidlou and Ghadiminia (2023) The study uses a deep neural network (DNN) to
estimate the building’s expenses. DNNs are well-suited to this job because of their repu-
tation for accurately modeling input feature-target non-linear relationships. Several para-
meters, including the network’s architecture and the number of layers and neurons per
layer, are fine-tuned to maximize the accuracy of the cost estimate. The data set includes
several factors that affect building budgets. Factors such as building area, application
type, city hierarchy, unit cost of concrete and formwork, type of structural assembly,
amount of superimposed load, and unit cost of concrete and formwork are considered
essential factors in construction. These factors offer a thorough foundation for cost as-
sessment and are prevalent in building construction. The data is normalized and sent to
Deep Neural Network (DNN), which estimates building expenses by learning from the
prepared data. The DNN can capture all the complex relationships between the input
variables and the desired cost. A map of 94.67% of the independent variables to the
target cost with a mean average percentage error (MAPE) of 11.60% was obtained in
the proposed framework. It proves that the framework can outperform traditional and
rule-based methods when it comes to producing accurate and dependable cost estimates.

2.3 (XAI)Explainable Artificial Intelligence

With the curse of black box models. All AI models are shifting towards explainable
models, with techniques coming like SHAP, ELI5, LIME, and others. These techniques
are used to explain the weights and each feature for better explainability and decision-
making Lim (2019). To get a better understanding Love et al. (2023) in their paper, they
have showcased a narrative review of these techniques to be used in the construction
field. The term explainability is all about understanding the functioning of the model,
and interpretability refers to the passive property that makes sense for humans in their
language. The following can be used in the field of construction as the following topic is
not that popular in the field of construction but can be deployed to satisfy the client as
well as stakeholder demands. It can also be used in the planning process and fusion of
data, and the model can create wonders in the given field.
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Yoo and Kang (2021) For any construction project, the model is first designed using
the CAD( Computer-Aided Design) software to get the analysis and quotation for the
project. In manufacturing, the cost is calculated based on the CAD drawings, and the
following cost is only 5%, but it helps in determining 70% of the cost of the project. Out
of these, deep learning models are trained on the CAD dataset to predict the cost but
are hard to explain to stakeholders. The research focuses on building the models with
XAI for explainability. The study used data collected from 3D CAD, and 34 different
categories were considered in the modeling. With the Python open-source libraries, the
mesh file is converted into a suitable form, and the data is normalized to be sent to deep
learning models. Various baseline models are built, like Vox Net, Point Net, etc. The
study proposed deep networks for regression and a convolutional layer to understand the
data. The given model 3D Grad-CAM is used to visualize the 3D features and showcase
that the cost estimation is lower in our model as compared to the state-of-the-art by 36%
in RMSE and 26% in MAPE. The model showcased the visualization of each feature with
respect to XAI to determine better manufacturing.

3 Research Methodology

3.1 Introduction

Data mining is a process of extracting patterns from the data that requires a lot of skills
and knowledge. The following process requires standardization such that a business prob-
lem can be converted into data mining tasks. CRISP-DM, also known as the Industry
Standard Process for Data Mining, is one approach that is used in data mining projects
irrespective of the industry and technology stack used. The following process is standard
and is most widely used as compared to other processes like SEMMA and KDD. KDD,
SEMMA AND CRISP-DM: A PARALLEL OVERVIEW (2021) 42% of the data science
projects use the given methodology KDnuggets (2018) as it is easy to apply and shows
complexity in terms of scope. The reason these methodologies are required in a data
mining project is because the projects require a mix of tools and skills. For better im-
plementation and project management, a process model can be used to understand the
phases and the interaction between these phases, as shown in Fig 2.

Figure 2: CRISP DM
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There are a total of 6 phases in the given process that are described as follows:

• Business Understanding – Define the business objectives and questions.

• Data Understanding – Find the perfect data to implement the given problem and
convert the business problem to a data problem. Also, understand whether the
data fulfills the requirement as per business or not.

• Data Preparation – Perform data transformations for better modeling perspectives.

• Modeling – Find, build, and train the model that meets the project requirements

• Evaluation – Find the results and evaluate them on accuracy as well as business
metrics.

• Deployment – Launch the model in the working environment and make the decision-
making process better for the business.

3.1.1 Business Understanding

The first step in the data mining process model is business understanding, where one
should understand the problem that they are working on. The given phase set the
foundation of the whole project. Our research highlights predicting the cost estimation
of a project and automating it by learning from past data. The main aim of the research
is to predict the prices in the early stages so that the budgets will not overrun. Also, the
model will help identify early risk in cost estimation and optimize resource allocation while
defining cost. The following will provide a competitive advantage in terms of business
domain. The following step also provides the project plan where one can understand the
traditional methods used in the research as discussed in the literature and find the data
availability and all the machine learning and predictive analytics architecture that has to
be used in the research such that the given project can be a success. One of the major
things is to make the models interpretable and explainable so that the stakeholders can
understand them and make the right decision.

3.1.2 Data Understanding

The next step in the given process is to understand the data. The main objective is to
collect the relevant data that can be used in the research. The following phase focuses
on collecting the right data, exploring it, and assessing it as per the business problem.
The dataset used in the research was taken from the UCI repository Rafiei (2018) The
dataset contains a total of 372 entries and 109 columns, out of which, based on the data
dictionary, 29 columns are selected to predict the cost of the residential building projects.
The dataset contains all the construction costs and sales prices of several projects as well
as the economic variables for the real estate single-family apartments in Iran. Once the
data is loaded, the first step is to understand the data as well as the variables of the
data to ensure that data is in a consistent format and to understand the data dictionary
for better model building. One major step to understand here is that the following data
depicts the real world, should be complete as per the business problem, and is relevant
to the construction industryCholakis (2020). All these things are verified as per the data
dictionary.Kreo (2023)
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3.1.3 Data Preparation

The third step is the most important in data mining as, most of the time, it goes here,
and the following decides the accuracy of the models. The data used in the research
looks like this in Fig 3, and most of the data here is continuous data, and one has to
understand the data to get better statistical summaries. Based on the reference paper,
the given data was subsetted as per the business problem. All the variables starting from
index 4 to 31 are chosen as the independent features, and 107 is the dependent feature.

Figure 3: Dataset

The next step is to understand the data statistically, as shown in Fig 4, and for that,
the summaries are drawn to understand the data with a 360-degree perspective. One can
observe that there are no missing and duplicate values in the dataset, but it contains some
outliers that need to be cleaned. The percentile method was used to treat the outliers as
it provides a robust and flexible approach to deciding the range.

Figure 4: Statistical Summaries

Fig 5 shows that the Y-variable distribution is not normally distributed, and the data
was transformed using the log transformations. The following transformation is used
for the statistical machine learning models and is generally not required in a machine
learning-based approach. One can understand the change in skewness values from -0.37
to 0.94 based on the transformation.
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Figure 5: Original V/s Log Transformations

Fig 6 shows that There are many variables available that show a really high correlation
with other variables, like V-13 ( Wholesale price index (WPI) c of building materials for
the base year) is highly correlated with the V-25 (Consumer price index (CPI) in the
base year). Hence, based on the high correlation, one can confirm multicollinearity that
can affect the model.

Figure 6: Heatmap

All the distribution plots so the variables also highlight the categorical behaviour like
V-19 (The number of loans extended by banks in a time resolution ) and V-20 (The
interest rate for a loan in a time resolution), etc. one can observe the outliers in the
dataset based on the boxplots. Now, the data has been prepared for model building and
is made suitable for the formulas of statistical models. For machine learning models, the
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study used the RFE to confirm insignificant variables from the statistical models. Two
different approaches are used in the research: statistical modelling and machine learning
models. The main aim is to understand the relationship between the dependent and
independent variables to make better predictions. The following techniques are discussed
in the next chapter.

3.1.4 Modelling

The study focuses on building various statistical as well as machine learning models,
showing a comparison between the basic models like Linear Regression and Machine
Learning Linear Regression; for better interpretability, models like Decision Tree, Random
Forest, and ANN are used as stated in the literature. There are a lot of other models
like:

• Transparent models include linear regression, logistic regression, decision tree/CART,
and KNN. These models are interpretable and are designed for clear explanations of
predictions, making them more transparent and understandable.François Candelon
and Martens (2023)

• Opaque Models are the black-box models that generate great accuracy and pri-
oritize accuracy over clear explanations of the results. Random Forest, SVM, and
MLP are included in these models.Jakovljevic (2017)

Implementation of AI in any business requires explainability and interpretability so
that it can be used for decision-making. However, the studies show that more explainable
models are coming into the market without compromising accuracy, and the following is
crucial for deploying AI-based models. Interpretable Machine Learning (2024)

3.1.5 Evaluation

The evaluation step is the major step while building any model. The step is used to get
all the details and accuracy of the models on the unseen dataset to get the best model
out for implementation. Also, this stage answers all the questions that are stated in
the research questions. Metrics like MSE, RMSE, and MAE are used in the research to
obtain results.

• MSE, also known as the Mean Squared Error, averages the square of errors, which
is the difference between the actual and predicted values. The model is sensitive to
outliers and identifies where the model is making mistakes, but is less interpretable
because of square units.

• RMSE is the root of the MSE scores and is a highly interpretable metric as it has
the same unit as that of output and is sensitive to outliers.

• MAE or Mean Absolute Error is the absolute difference between the predicted and
actual value. It is robust to outliers and is interpretable as it represents the average
errors having the same unit as the data.
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3.1.6 Deployment

Generally, the deployment phase shares the documentation of the final model deployment
in production as well as a strategy for the same. Here, one has to share information with
stakeholders and share the knowledge. However, our project makes it more comprehensive
and explainable by using XAI via SHAP. Shapely Additive Explanations is a way to
explain the output of any machine learning-based model. It tells whether the feature has
increased or decreased the prediction.

On the other hand, feature importance can tell how important a feature is to a model.
However, SHAP is used for individual features. It helps in finding the wrong predictions
and understanding the features dominating those results, as well as in better debugging,
Providing better human-friendly explanations.

4 Design Specification

• The following architecture is a three-tier architecture where the business owner or
the contractors define their problem. Hence, the data scientist understands it and
converts it into a business problem. This is the first tier, where the retrieval and
storage of the data are taken care of, including historical construction costs, project
specifications, and other factors.

• The next layer contains all the machine learning and deep learning architectures
for the cost prediction and is responsible for training, evaluating and deploying th
models.

• The last layer is the presentation layer, which handles the user interface, shares
the input project details and views the cost predictions for better decision making
using XAI.

5 Implementation

5.1 Introduction

The chapter throws light on the implementation of CRISP-DM in predicting the resid-
ential cost of buildings based on various attributes and finding the best model that can
understand the relationship between these variables. The study used basic libraries like
NumPy and Pandas for Data Analysis and Seaborn and Plotly for the visualization to
understand the distributions of the data and any discrepancy in the data, which is not
directly possible by statistical analysis. Also, a comparison between the deep learning
models, machine learning models and statistical models is made using libraries like Sci-Kit
Learn, SciPy, Stats models and Keras.

5.2 Feature Extraction

For any model, feature extraction is the major step as it impacts the model’s performance
and the addition of unwanted features. By removing the unwanted features, one can attain
better accuracy and reduce the overfitting. Also, the training would be faster as the model
does not have to build insignificant relationships. This will also help in making the model
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more robust. Our study has incorporated RFE, known as Recursive Feature Elimination,
which is used to enhance the model performance by selecting the most relevant features.
Based on the statistical analysis, a total of 15 features are selected, where the features
are ranked based on the model performance and are removed with the least important
features. The following is an iterative process. Random Forest is used as the model
for finding important features. It provides an inbuilt method for measuring the feature
importance and is more robust to overfitting because of its base concept of Ensemble.

5.3 Model Training

Once the data is prepared as per the problem, these four different models are implemented
in the research to make it a comparative benchmark between various approaches of AI.

5.3.1 Ordinary Least Squares

The first method is an old statistical method used in the research for estimating the
parameters of a linear regression model. The model is based on minimizing the errors,
which is the difference between the observed value and the predicted value. The model
uses a straight-line equation and finds the best-fit line that minimizes the distance between
the actual predicted value and provides the most accurate prediction for the dependent
variable. The reason the method is used is to build a relationship between the variables,
and it is a straightforward, explainable approach. However, it has certain assumptions,
such as the linear relationship between the dependent and independent variable, the
normality of the Y- variable, and no multicollinearity of the independent variables. The
data was prepared to address all these assumptions, and the first model was built with
all the variables, where the data was divided into a ratio of 70:30. The formula was
built, stating a high adjusted R2 score of 0.979. However, there are various insignificant
variables in the dataset, as confirmed from the summary of the model and all the variables
with high p-values are removed, and the second model achieved an Adjusted R2 score of
0.975.

5.3.2 Linear Regression

The linear regression model, when implemented via machine learning, works similarly,
but it uses the gradient descent approach to find the best coefficients. It takes one or more
independent variables and uses them to predict a continuous target variable. It operates
when the relationship between the independent variables and the dependent variable is
linear. The line that minimises the discrepancy between the model’s predictions and the
observed data is known as the best-fit line. Usually, the method of least squares is used
to find the best-fit line.

A standard metric for evaluating the performance of the linear regression model is
the Mean Squared Error. To measure the discrepancy between the expected and actual
data, the Mean Squared Error (MSE) is often utilised as the cost function. This cost
function should be minimised. Finding the best coefficients and intercepting through
iteratively altering them to minimise the cost function is the goal of gradient descent, an
optimisation process used in a machine learning-based approach.
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5.3.3 Random Forest

Random Forest is the most used algorithm in machine learning that combines multiple
weak learners, especially decision trees, to reach the final result. The model is used
for both the classification and the regression analysis and is an extension of ensemble
learning known as bagging. The model utilizes bagging and takes random features to
create decision trees that are uncorrelated with one another. The random subspace
method that depicts the random subset of features is used to build decision trees with
low correlation. For the prediction, the model aggregates the results from these trees by
averaging in terms of regression. The model in the research is tuned based on the number
of estimators, max depth, min samples split, and min samples leaf to design the model
in a way that won’t over fit.

5.3.4 ANN

The last model used in the research is Artificial Neural Network. The brain architecture
inspires the model and consists of an interconnected group of neurons, the basic building
blocks of ANN. The architecture consists of the Input Layer, Hidden Layer and the
output layer, where the hidden layer is responsible for all the computations. The model
learns through a concept of backpropagation, where the weights and biases are adjusted
based on the error that is calculated at the output. The given process is iterative, and the
model attains higher accuracy in complex problems and is flexible. Our study used ANN,
which had 64 neurons at the start, followed by a layer of neurons 32 and 64, and Relu,
which added non-linearity in the architecture to attain the results. The optimizer used
to compile the model is MSE, which calculates Adam and loss to update the weights.

6 Results

6.1 Results

For regression analysis, all these models are evaluated using different metrics like MSE,
RMSE, and MAE to understand the model that attained the minimum errors and to
finalize the best model. Tables 1–6 describe all these evaluation metrics.

Table 1: Training MSE

Models MSE
Linear Regression - Stats 1387.54
Linear Regression - ML 604.37
Random Forest 139.92
ANN 1295.05
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Table 2: Testing MSE

Models MSE
Linear Regression - Stats 1923.91
Linear Regression - ML 849.46
Random Forest 709.93
ANN 1690.45

Table 3: Training RMSE

Models RMSE
Linear Regression - Stats 37.25
Linear Regression - ML 24.58
Random Forest 11.83
ANN 35.99

Table 4: Testing RMSE

Models RMSE
Linear Regression - Stats 43.86
Linear Regression - ML 29.15
Random Forest 26.64
ANN 41.12

Table 5: Training MAE

Models MAE
Linear Regression - Stats 18.05
Linear Regression - ML 18.33
Random Forest 7.68
ANN 28.54

Table 6: Testing MAE

Models MAE
Linear Regression - Stats 24.2
Linear Regression - ML 20.08
Random Forest 18.87
ANN 32.27

Out of all the models built, the Random Forest model has attained the lowest scores
on any matrix and is the best model. Also, one can see the patterns of errors obtained
on all the evaluation metrics where the mean squared errors show the maximum values.
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6.2 Explainable AI (XAI)

The last phase in the CRISP-DM model is model deployment. However, to have a better
understanding, our study is focused more on better results and explanations. As the
Random Forest and ANN models are more black box models, their interpretability and
explainability are really low, and the study has focused on using the XAI framework
SHAP.

Random Forest model is used in the XAI framework SHAP for model explainability on
the test dataset. The model predicts an almost accurate value of 221.179 and showcases
all the features that increase or decrease the prediction. V 5 (cost at the time of starting
the project) is negatively impacting the cost price, and it is obvious that the starting
cost is just an estimation and is V 6 (cost in the base year). The factors that have
a positive impact are V 3(Lot Area), V 25(Consumer Price Index), V 9(Actual Sales),
V 7(Duration), V 2(Floor Area), V 21The average construction cost of buildings by the
private sector at the beginning of the construction V 27(Stock Market) and others, as
shown in Fig 7. Hence, one can observe that most of the factors are economical and
dependent on one another.

Figure 7: SHAP Values of Features

The next chart in Fig 8 used is the summary plot showcasing the SHAP values for a
feature for the whole dataset and highlighting the value of the feature in giving output,
as whether it is decreasing or increasing. The blue area denotes negative impact, and the
red area denotes positive impact on the dataset. The model has a high value on the right
side, showcasing the importance of the given feature.

Fig 9, The last plot used in the research is the dot plot model, where the impact of
each variable is shown on the whole dataset. Here, one can observe that feature V-5 is the
most impactful feature and is at the top, and V-11 and other features are least important,
where the more the red value is, the more the feature importance increases or decreases.
All these features can be correlated with the other maps for a better understanding, and
based on that, decisions can be made in building the budget for a construction project.
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Figure 8: SHAP Summary Plot

Figure 9: SHAP Summary Dot- Plot

6.3 Critical Evaluations

The model is evaluated on the evaluation metrics as well as the XAI. The model needs
to answer all the research questions to be equally validated on the business problem.

• RQ1 The study used a real-world dataset collected from the UCI repository and,
with the help of XAI, found the best features that can predict the cost of a household
project. The study may have opted for feature importance, but that only tells about
the important features, not the ones that affect the predictions. The given model
can be used to make better decisions.

• RQ2 The research showcases the important features that affect the cost, and most
of them are economic factors or factors related to the construction site that the
contractor and the architect can use to predict the cost and maintain budgets.

• RQ3 Study highlighted that the Random Forest model is the best model for the
given research. The literature highlights the same model, and also the study show-
cases a benchmark comparison between machine learning, deep learning, and stat-
istical analysis and showcases which type is better for the given problem.
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• RQ4 Different metrics are used to evaluate the model where Random Forest tops
the charts. The common theme of all the metrics is to showcase the summed error
from the actual value

7 Conclusion and Future Work

The study showcased the implementation of various modelling techniques for construction
cost estimation. The main aim of the study was to identify the most effective approach
that can be used to predict the cost of an attention project in the early stages so that
perfect planning and budgeting can be made for successful project completion

• Different models like statistical, machine learning and deep learning models are
built and evaluated to get the prediction accuracy. Random Forest demonstrated
the superior accuracy performance because of their ensemble nature and ability to
capture the patterns in small chunks.

• The study showcased the feature importance and highlighted factors like floor area,
consumer price index, lot area, duration taken to complete a project, and the av-
erage construction cost, has a high impact on the cost and also cost at the time of
starting the project, is negatively impacting the prediction.

• Machine learning models can improve the accuracy and timeliness of cost estim-
ates, which in turn can help avoid budget overruns and make better use of available
resources. All parties involved in the construction business, including project man-
agers, contractors, and stakeholders, should consider this.

The study gave promising results based on the dataset provided and showcased a
standard way of implementing the project; however, several areas can be used in the
future to enhance the accuracy in real time.

• The data quality and the granularity can be improved in the future, where more
focus can be given to the comprehensive data sets that include real-time data sets
from construction sites to improve the model accuracy.

• Different techniques like CAD outputs, building information, and IoT data can be
used to predict costs in real-time and maintain budgets.

• Complex models show higher accuracy but sometimes compromise on the black box
nature to make the model better and understandable. Different XAI techniques can
be used.

• New adaptive learning models can be built that can add to the changing environ-
ment and the conditions of the new data set in future online learning algorithms
can be built to make the model up to date with the latest construction practices
and economic conditions.

• Economic factors and environmental sectors can also be considered to define the
cost estimation models to be more holistic and better.
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