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A Comparison of Feature Selection Algorithms with
Explainable AI

Pattamaporn Sanluang
X21122466

Abstract

In the telecommunication sector, losing a customer has a direct negative impact
on revenue and long-term growth prospect, making customer churn prediction a
major business priority. To develop successful retention strategies, an understand-
ing of the causes of customer churn is required. However, traditional black-box
models often lack the transparency needed to interpret insights into actionable de-
cisions. This research employed Explainable AI (XAI) techniques with classification
models, namely Feature Importance, SHAP, and LIME to select the top features
influencing churn. This approach enhances the interpretability of churn predic-
tion models without compromising accuracy. Results show that XAI-based feature
selection models were easier to interpret (smaller models), are easier to interpret
from business point of view, and were able to obtain a higher true positive rate
of customer churn. While the baseline Random Forest model achieved the highest
F1-score of 79% with all the features, a subset of features selected using SHAP only
decreased F1-score to 77%, yet still provided valuable insights into feature contri-
bution. Selected features were able to correctly detect a higher true positive, which
in this context is the correct customers that will leave the company. In other words,
the confusion matrix revealed that the retrained XGBoost model produced more
true positive predictions, which confirms the benefits of targeted feature selection.
Demonstrates the potential of XAI to balance model accuracy with transparency
offering telecommunications companies a more informed approach to customer re-
tention strategies.

1 Introduction

Explainable Artificial Intelligent (XAI) has become an important research field with the
purpose of providing clarity to typically opaque machine learning models (Longo et al.;
2024). Although machine learning (ML) algorithms are proficient at identifying patterns
and making predictions, their black-box nature often presents significant challenges. For
instance, neural networks and ensemble models, while capable of delivering high accur-
acy but often lack the transparency needed to identify and analyze the specific features
influencing model outcomes. Existing regulatory requirements in strict industries such as
insurance, finance and healthcare demand transparency (Hui et al.; 2022), making black-
box approaches unsuitable in these contexts. Due to these regulatory demands, data
analysts normally focus on traditional methods that prioritize interpretability to ensure
that decision-making processes are both transparent and understandable to humans.
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There is also the growing complexity and competitiveness of many industries, includ-
ing telecommunications, that have created a need for solutions that balance accuracy with
transparency. Hence, the present research report focuses on the application of Explainable
Artificial Intelligence (XAI) within the context of the telecommunications data, partic-
ulary in predicting customer churn. XAI techniques enable data analysts to understand
feature importance behind black box model and identify key factors driving customer
churn, ensuring that these predictions are actionable. With this approach, it can help
companies enhance decision-making and concentrate their efforts on areas with the most
potential impact, ultimately improving customer satisfaction and reducing churn rates.

Telecommunication companies are facing rapid growth driven by advancement in areas
such as network function virtualization, software defined networking and the deployment
of 5G technology (Papavassiliou; 2020). These innovations bring competition and con-
tinuous pressure to reduce expenses while maintaining high service quality and customer
satisfaction. This environment drives them to depend on customers who are using or
subscribing to their services, as long-term customers tend to generate more revenue over
time compared to new customers (Ahmad A K and Kadan; 2019). Therefore, many
telecom companies are increasingly relying on ML algorithms in their daily operations,
analysing customer data to better understand their behavior and try to predict who are
at risk of churning as retaining current customers requires less cost than acquiring new
ones. Given this challenge, it is important to develop models beyond accurately predict
churn but also provide clear insights into the underlying factors driving these outcomes
to support companies in prioritizing customer retention strategies. (Razak and Wahid;
2021).

1.1 Research Gap

From the literature review it was seen an opportunity to explore Explainable AI (XAI)
for feature selection. In particular, little is known about how good feature selection is
with such a type of XAI compared to existing methods (e.g. using Random Forest).

In other words, while many studies have explored churn prediction models and tech-
niques, there is still a gap in understanding if feature selection using Explainable AI
(XAI) is any better than existing ones, with the added benefit of providing model trans-
parency and trust. This research aims to fill the gap of XAI integration by incorporating
interpretable machine learning models and XAI methods. These methods have an abil-
ity to explain the rationale behind the decision-making process made by the prediction
models (Peng et al.; 2023). Which will help us identify and explain the specific features
and customer behaviours that influencing customer churn.

This approach seeks to develop a feature selection framework based on XAI that
provides accurate churn predictions while offering explanations on features and insights.
As an example of such a framework, the report shows how companies could use it to
prioritize their customer retention strategies more effectively.

1.2 Research question

The research gap points to the usage of XAI for feature importance. To make fair
comparisons with and without XAI, models will be created in the context of customer
churn. In other words,

2



• To what extent and how do interpretable ML algorithms improve our understanding
of customer churn models?

There is a degree of subjective evaluation when using feature selection with XAI.
To quantify XAI contribution to the models, a subset of features will be retained and
model re-trained. Model predictions will then be used to quantitative evaluate whether
those XAI-based models are any better than standard, out-of-the-box feature importance
algorithms (such as Random Forest).

1.3 Research objectives

The objective of this research is to examine the potential of interpretable Machine Learn-
ing (ML) models focus on binary classification problems for Telco customer churn pre-
diction using the dataset obtained from an open-sourced, Kaggle1 which derived from
public data module of IBM Cognos Analytics2. The proposed machine learning models
including Random Forest, Extreme Gradient Boosting (XGBoost) and Logistic Regres-
sion. To go beyond identifying at-risk customers and address research question, these
models will be combined with XAI methods namely Feature Important, SHAP (SHapley
Additive exPlanations)3 and LIME (Local Interpretable Model-agnostic Explanations)4

to access feature importance and local explanations on customer behaviours. The top
five features from these techniques will be identified based on their contribution to the
model’s prediction and interpretability. These key features will then be used for feature
selection, followed by retraining the models to ensures a focused analysis of the most
critical factors influencing customer churn.

In order to address the research question, the following three research objectives are
developed in the present report.

1. Develop a baseline model – Review and implement interpretable machine learning
models for churn prediction. The implementation will serve as a benchmark for
evaluating the effectiveness of XAI-integrated models.

2. Feature ranking and selection using XAI – Design and implement an XAI-Integrated
framework incorporating XAI techniques such as Feature Importance, SHAP and
LIME. This framework will be used to identify and select the most important fea-
tures influencing customer churn which will be included in the final model.

3. Evaluate the subset of selected features – Train proposed machine learning models
then implement feature selection through XAI techniques. Compare the perform-
ance of these models using traditional evaluation metrics.

1.4 Outline

Following in this paper, Section 2 reviews and discusses of related work on Telco customer
churn prediction models and XAI applications. Section 3 details the research methodology

1https://www.kaggle.com/datasets/yeanzc/telco-customer-churn-ibm-dataset.
21https://www.ibm.com/docs/en/cognos-analytics/11.1.0?topic=

samples-telco-customer-churn
3https://shap.readthedocs.io/en/latest/
4https://www.geeksforgeeks.org/introduction-to-explainable-aixai-using-lime/
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describing process of data understanding, data collection, data preprocessing, modeling
and evaluation are presented. Section 4 and Section 5 describe the design specification
focusing on feature selection through XAI techniques and implementation of the pro-
posed framework respectively. Section6 presents evaluation of model performance and
discussion of results and Section 7 concludes the research and discusses future work.

2 Related Work

The use of machine learning models in telco customer churn prediction is receiving in-
creased attention due to the fast-growing environment of this industry. Studies on telco
customer churn prediction, interpretable machine learning, and Explainable AI (XAI)
methods were critically evaluated and reviewed in this section.

2.1 Telco Customer Churn Prediction using Machine Learning
Models

In marketing practice, customer retention is a critical goal, particularly in the competitive
telecommunications industry. Predicting customer churn accurately allows companies to
take proactive measures to retain their customers and reduce turnover rates. Machine
learning models have become essential tools in this effort, offering sophisticated techniques
to analyze customer behavior and predict churn. the use of machine learning techniques
to improve churn prediction accuracy has been widely explored. A study done by (Raja
and Jeyakumar; 2019) investigates the application of ML to predict customer churn in the
telco industry. Utilizing the IBM Watson dataset, they aimed to enhance the accuracy
of churn prediction models and identify which algorithm performs best in this context by
employing K-Nearest Neighbors (KNN), Random Forest (RF), and XGBoost classifiers.
The results indicated that XGBoost outperformed KNN and RF, achieving an accuracy
score of 94% and an F1-score of 0.94, particularly highlighting that Fiber Optic customers
with higher monthly charges are more likely to churn.

Another telco dataset sourced from public were utilised by many researchers to per-
form binary classification task to predict telco customer churn using both ensemble and
traditional machine learnings model. A study by (Tyagi and Manjunath; 2022) found
that among six ML models, XGBoostClassifier yields the highest accuracy along with
the maximum true positives (969)and minimum false positives (83) in confusion mat-
rix, proving the accurate ability to predict true churn. Furthermore, the research shows
that Customers mainly decide to churn based on financial factors such as monthly and
total charges. Suggests that lowering service costs is key but must be balanced to avoid
increasing company expenses while attracting more customers. substantial influence on
churn.

Several studies have explored alternative techniques beyond traditional methods,
(Pejić Bach et al.; 2021) presented a three-stage approach to predict telecom customer
churn by incorporating clustering and classification method. In the first stage, telco
customer churn dataset was prepared and the next stage, market segmentation was im-
plemented using decision trees and cluster analysis such as k-means clustering. They
were able to identify six clusters. In the final stage, the chi-squared automatic interac-
tion detector (CHAID) decision tree algorithm was used to develop classification models
to identify customer churn. The study found that the decision tree for Cluster 3 was the
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most successful at predicting churners with 81.4% accuracy. Consequently, it is recom-
mended that companies should pay more attention to this group of customers for their
retention strategies. A study that combining churn prediction and customer segmentation
have also explored by (Wu et al.; 2021), the authors proposed an integrated framework
that combines churn prediction and customer segmentation. They utilized factor analysis,
customer segmentation, and customer behavior analytics which were incorporated after
the prediction for the development of retention strategies. In their study, three data-
sets were utilised and they found that Dataset 2 achieved the highest accuracy of 93.6%
and an F1-score of 77.20% from Random Forest. The results emphasize the importance
of using appropriate evaluation metrics and handling class imbalance to improve churn
prediction models.

Another study by (Senthan et al.; 2021), the authors focus on creating a churn pre-
diction model for the telecommunication sector in Sri Lanka utilizing various supervised
machine learning algorithms, Artificial Neural Networks (ANN) and ensemble techniques
have also been considered. The study involves collecting a dataset of 10,000 postpaid
customers from a local telecom company with 20 customer attributes. The model per-
formance of the XGBoost was selected due to its high efficiency of 83.13% outperformed
all other models. Additionally, another study with a closely related approach by (Razak
and Wahid; 2021) which evaluates multiple models, including linear regression, random
forest, support vector machine (SVM), K-nearest neighbor (KNN), and decision tree on
open-sourced Telco customer churn dataset including 21 variables. SMOTE technique
was used to handle class imbalance of churn and not churn customers. The models were
then compared based on their accuracy, precision, recall, F1-score, and area under the
curve (AUC). Among the tested algorithms, the random forest model surpassing others
and achieved an accuracy of 95.5% confirms its suitability for churn prediction in this
context.

2.2 Interpretable Machine Learning Model with Explainable AI

Several studies focus on integrating Explainable AI (XAI) techniques to understand how
features interact or influence to produce predictive outcomes. This approach mainly
aims to make machine learning models more transparent and interpretability of their
predictions.

The effectiveness of interpretable machine learning techniques such as LIME and
SHAP was incorporated by (Kaushik et al.; 2024). They trained several ML models on
METABRIC dataset. Logistic Regression was found to perform best among all models.
Later, SHAP and LIME were applied on top of the trained model. From the visualization,
they found that features such as Lymph nodes examined positive, Tumor size, Nottingham
Prognostic Index (NPI), HER2 status, and Menopausal state were consistently important
in the prediction across different models. Suggesting an important of interpretability.

To further utilize the same approach, (Haneesha Samudrala et al.; 2024) classified Par-
kinson’s Disease (PD) diagnosis with feature selection methods using LIME and SHAP.
A dataset of voice recordings whom 21 people have PD was trained on several ML models
and Random Forest performed best with the highest accuracy and F1-score of 97%. SHAP
analysis identified a subset of 7 features that increased the model’s accuracy to 98%, indic-
ating a more efficient feature selection process. Similarly, LIME analysis also achieved an
accuracy of 98% using 8 features, demonstrating the effectiveness of both feature selection
methods in improving model interpretability and performance. Another study explored
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an application of XAI in healthcare area by (Sharma and Midhunchakkaravarthy; 2023)
employed the XGBoost algorithm on Dementia Prediction dataset with an accuracy of
93.33%, while XGBoost performs well in classification, LIME and SHAP offer different
insights into feature importance. LIME identifies MMSE and age as significant factors
for predicting dementia,while SHAP highlights the importance of CDR, suggesting better
clinical coherence. The comparative analysis shows that SHAP provides more reliable and
clinically relevant explanations than LIME, as it correctly prioritizes clinical features like
MMSE and CDR over less relevant features such as socioeconomic status (SES) and the
number of visits. The study’s findings emphasize the importance of using XAI techniques
to demystify the decision-making process of AI models, thereby increasing trust among
medical practitioners.

The CNN-based Intrusion Detection Systems (IDS) was built by (Oseni et al.; 2023)
they then developed SHAP based Explainable Framework, combining high-performance
IDS with explainability for detecting and interpreting attacks in the Internet of Vehicle
Networks. They validated their model using the ToN IoT dataset which achieved a high
performance with 99% accuracy and a 98% F1 score and and was able to distinguish
between normal and various types of attack traffic effectively. The used SHAP and
LIME to enhance the transparency and interpretability of the AI model’s decisions on
AI-powered cyber security system was developed in the studies of (Lundberg et al.;
2022) and (Kaur and Gupta; 2024) for “Anomaly-based In-Vehicle Intrusion Detection
System (IV-IDS)” and the Internet of Things (IoT) respectively. After model training
on Survival data, (Lundberg et al.; 2022) created a visualization explanation tool called
“VisExp” to explain the behavior of the AI-based IV-IDS. And then surveys with experts
in the field. The survey results indicated that expert’s trust in the AI-based IV-IDS sig-
nificantly increased when provided with VisExp, compared to the rule-based explanation
because of better interpretability with help of SHAP and LIME. On the other hand,
(Kaur and Gupta; 2024) utilized XGBoost applied to the CICIoT 2023 dataset to classify
IoT network traffic into malicious and non-malicious categories. The model achieved an
accuracy of 95.59%. SHAP and LIME were used to explain the model’s predictions and
gain insights into the most influential features for detecting attacks which help increased
to 97.02% after recursive feature elimination.

3 Methodology

In this research, the CRISP-DM (Cross-Industry Standard Process for Data Mining)
methodology was utilized to explore the telecommunications sector, with a specific focus
on customer churn with the objective to understand customer characteristics and under-
lying factors that influence churn. Which can be actionable business insights that could
inform strategic decision-making and customer retention initiatives. The methodology
involved several steps, as illustrated in Figure 1 below.

3.1 Data Understanding

The Telco Customer Churn dataset obtained from an open-sourced, Kaggle5 were used.
This dataset is a cleaned and processed version of the original dataset provided by IBM

5https://www.kaggle.com/datasets/yeanzc/telco-customer-churn-ibm-dataset.
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Figure 1: Cross-industry standard process for data mining (CRISP-DM) methodology

Cognos Analytics6 which is ready for analysis. However, further data preprocessing and
transformation were still required to make the dataset suitable for this research.

The dataset contains data from a fictional telecommunications company that offered
home phone and internet services to 7,043 customers in California, USA. There are 20
features including detailed information about customer demographics, service usage, pay-
ment information and churn status. The dataset also indicates whether customers have
left, stayed, or signed up for the company’s services.

3.2 Data Preprocessing

The dataset used in this research required several preprocessing steps to ensure the data
was ready for analysis. First, the dataset in CSV file was imported from the file path,
defined new dataframe and checked for null values, which revealed no missing values
initially. However, upon further inspection, it was identified that the ’TotalCharges’
column contained 11 null values. These rows were removed from the dataset to maintain
the integrity of the analysis.

The ’customerID’ column, which served no analytical purpose, was dropped from
the dataset, reducing the dataset to 20 columns and 7,043 rows. The next step in-
volved converting suitable features into categorical data types. The columns includ-
ing ’gender’, ’SeniorCitizen’, ’Partner’, ’Dependents’, ’PhoneService’, ’MultipleLines’,
’InternetService’, ’OnlineSecurity’, ’OnlineBackup’, ’DeviceProtection’, ’TechSupport’,
’StreamingTV’, ’StreamingMovies’, ’Contract’, ’PaperlessBilling’, ’PaymentMethod’, and
’Churn’ were transformed into categorical features. This conversion is crucial as it allows
for more efficient data manipulation and better interpretation during the modeling phase.

A check for duplicate rows revealed 22 duplicates, which were also removed, ensuring
the uniqueness and consistency of each record in the dataset. This preprocessing step
refined the dataset to 7,010 rows.

61https://www.ibm.com/docs/en/cognos-analytics/11.1.0?topic=

samples-telco-customer-churn
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3.3 Exploratory Data Analysis

Once the dataset was preprocessed, a detailed exploratory data analysis was conducted on
the telco customer churn dataset to examine the distribution, patterns, and relationships
among all 20 features. This exploratory data analysis process helped identify significant
trends, outliers and potential correlations for further analysis and model building.

Bar charts were unitilized to visualize the distribution of categorical columns. These
features appeared within expected ranges where the majority of customers subscribe to
phone service as it is a dominant product for a telecom company. While these visual-
izations provided initial insights into the dataset, determining the impact of categorical
features on customer churn is still challenging. XAI techniques will be utilized to reveal
relationships between categorical features and churn prediction in this research.

Figure 2: Customer Churn Distribution (original class imbalance)

Figure 2 illustrates the distribution of customer churn within the dataset. We can
observe a class imbalance, with 73.51% of customers classified as non-churn and 26.49%
as churn. We trained the models on the imbalanced dataset prior to balancing and it was
clear that imbalanced data led to bias, particularly with the minority class (churners).
For instance, Logistic Regression produced a recall score of 0.91 for non-churners and
only 0.55 for churners which indicates that model struggles to identify the minority class
accurately even though it has high overall accuracy.

Figure 3: Customer Churn Distribution After SMOTE (class balance)

To address this issue, the Synthetic Minority Over-sampling Technique (SMOTE) was
applied to balance the dataset by generating synthetic samples for the minority class based
on the existing ones, thereby improving the balance between the classes (Joloudari et al.;
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2023). As a result, both the churn and non-churn classes are now represented equally at
50%, as illustrated in Figure 3. This balanced distribution is expected to enhance the
performance of predictive models and ensure more accurate and reliable outcomes.

To assess the impact of balancing the dataset, we retrained the Logistic Regression
model. The recall for non-churners improved to 0.74 indicating less bias towards the ma-
jority class and the recall for churners increased significantly to 0.80. This improvement
demonstrates that balancing the dataset helps the model better identify churners.

Although XAI techniques like SHAP and LIME are model-agnostic and can be applied
directly to imbalanced datasets. In this research, we chose to apply them on the balanced
dataset as the performance of XAI methods is highly dependent on the quality of the
model to produce reliable interpretability and explanations (Liu et al.; 2022). Models
that trained on imbalanced data tend to be biased towards the majority class, which can
lead to inaccurate or misleading explanations when using XAI and potentially misguiding
business decisions.

Figure 4: Distribution of numerical features before scaling

As per visualisation of three key numerical features, Figure 4 above presents the dis-
tributions of Tenure, MonthlyCharges, and TotalCharges. The tenure representing the
customer’s duration (in months) with the service, shows a right-skewed distribution indic-
ating a high amount of customers with shorter tenures. Next plot shows the distribution
of MonthlyCharges which represent the monthly fee, is comparatively consistent with
slightly right-skewed. It is understood that there is a wide range of charges across the
customer base. Lastly, TotalCharges also displays a right-skewed pattern indicating a
concentration of customers with lower total charges.

Figure 5: Distribution of numerical features after scaling (shape of distributions preserved
after scaling)

As process of skewness handling, Figure 5 illustrates the distributions of the three key
numerical features after the application of StandardScaler7 which is a function in Scikit-
Learn, an open-source Python library. This scaling technique was considered for its ability

7https://www.pythonprog.com/sklearn-preprocessing-standardscaler/
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to center the data around zero and standardize the variance to ensure fairness in model
performance. Tenure, while still presenting a slight right skew but it is now centered
around zero. MonthlyCharges and TotalCharges have found that the distributions are
more symmetrical and centered around zero.

3.4 Modeling

In this research, we employed three distinct supervised machine learning algorithms
namely Random Forest, Extreme Gradient Boosting (XGBoost) and Logistic Regres-
sion to predict customer churn in the telecommunications sector. Prior to model fitting,
the dataset was preprocessed to ensure optimal performance, involving the removal of
null values and duplicates, transforming suitable features into categorical features. We
initially faced challenges with class imbalance and skewed numerical features, which were
mitigated by implementing SMOTE techniques to balance the churn status which now
equal at 50% and the StandardScaler was used for normalisation. The categorical features
were then encoded using the one-hot encoding techniques and later split into training and
testing sets with a 70/30 ratio. Feature selection was implemented by incorporating XAI
techniques, specifically Feature Important, SHapley Additive exPlanations (SHAP) and
Local Interpretable Model agnostic Explanations (LIME). These techniques were used to
identify and select the most important features influencing customer churn, and the mod-
els will be retrained with these features to assess their impact on predictive performance.

3.5 Evaluation

Evaluating the performance of machine learning models is crucial for understanding their
predictive capabilities. Traditional metrics such as Accuracy, Precision, Recall, and F1-
Score were employed to assess a model’s performance. In the context of customer churn
prediction, a high precision score is important to avoid unnecessary retention efforts,
while a high recall score is crucial to minimize the loss of valuable customers. F1-Score
provides a balance between Precision and Recall, combining them into a single metric.
With these four metrics, we ensure to obtain a comprehensive understanding of model
performance and make informed decisions.

4 Design Specification

In this section, we outline the proposed approach for enhancing customer churn prediction
in the telecommunications sector using a combination of machine learning models and
Explainable AI (XAI) techniques. This design specification focuses on the functional
description of the models, the rationale behind the selected techniques and the expected
outcomes.

Explainable AI

Many algorithms, the prediction ability would be damaged by removing or changing
predictors. Thus, we employed three commonly used machine learning models to predict
the Telco customer churn and interpreted the results using Feature Importance, SHAP
and LIME. Figure 6 below represents the concept of black-box versus XAI-enhanced
interpretable ML models in the context of customer churn prediction.
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Figure 6: Black-box model versus interpretable and XAI models (Hui et al.; 2022)

To enhance model interpretability, this research used a combination of global and
local explainability methods8. Feature importance is the most widely used technique
for explaining model predictions for a black box model. It calculates the contribution
of features or customer behavior towards the churn prediction output by changing the
values of each feature and observing the increase in model prediction errors (such as log-
loss). Features with high importance score implies that increasing the feature value would
control or induce churn. This can clarify why the model makes a particular prediction and
make the model more interpretable. SHAP provides both global and local perspective on
feature importance based on game-theoretic approach by assigning each feature a value
representing its contribution to the model’s output. In contrast, LIME, which is also
an agnostic model like SHAP, it focuses on explaining individual predictions by building
locally approximations of point of interest of the observation that is being explained in the
model. This approach offers insights into how customer behaviour combinations influence
churn.

XAI-Integrated Feature Selection

In this research, XAI methods were utilized not only to identify the importance of features
influencing prediction outcomes but also as a feature selection process. By applying the
insights provided by XAI libraries, we were able to pinpoint the most important features
contributing to customer churn predictions. This feature selection approach enabled us to
reduce the dimensionality of the dataset, thereby enhancing computational efficiency and
focusing our analysis on the features with the highest impact on predictive performance.

Figure 7: Methodology for Telco customer churn analysis

Figure 7 illustrates the methodology to the research objective, involved several key
steps. Initially, three proposed machine learning models, Random Forest, XGBoost,

8https://www.markovml.com/blog/lime-vs-shap/

11

 https://www.markovml.com/blog/lime-vs-shap/ 


and Logistic Regression were trained on the telco dataset. Followed by XAI-integrated
feature selection process, three XAI methods as previously mentioned which are Feature
Importance, SHAP (SHapley Additive exPlanations), and LIME (Local Interpretable
Model-agnostic Explanations) were applied to assess and rank features based on their
important or contribution to churn prediction.

The top five features identified by these XAI methods were then used to retrain with
baseline machine learning models. This process aimed to evaluate the impact of these
selected features on model accuracy and overall performance while ensuring that the
resulting models were more transparent and understandable. And to determine which
model delivers the best performance and interpretability when combined with XAI-based
feature selection.

While the choice of five features was made to enhance the analysis and focus on the
most influential predictors in this research. Other systematic methods like Recursive Fea-
ture Elimination (RFE), threshold selection (e.g., SHAP values at 0.5), cross-validation,
or factor analysis could have been employed to determine the optimal number of features
to be selected for model building.

The results of these experiments were compared against the baseline performances of
the models to assess the effectiveness of the XAI-integrated feature selection process. This
evaluation provided valuable insights between feature importance, model performance,
and interpretability, ultimately contributing to the development of more transparent and
effective churn prediction models in the telecommunications industry.

5 Implementation

5.1 Model Training and Baseline Performance

The initial phase involved training three black box machine learning models Random
Forest, XGBoost, and Logistic Regression using Python to establish baseline perform-
ance metrics. The dataset was cleaned and preprocessed before training. The Random
Forest and XGBoost models were configured with their default hyperparameters, while
the Logistic Regression model used standard settings. Performance metrics, including
accuracy, precision, recall, and F1-score, were calculated using the scikit-learn library
which provided the tools for model training and evaluation.

5.2 Feature Selection with XAI Techniques

After establishing baseline performance, XAI techniques were employed to identify the
top five features influencing each model’s predictions. The process and tools used for
each model are detailed below:

Random Forest: Feature Importance determined using the .feature importances

a built-in function the scikit-learn module of Python library. This function measures how
useful each feature is in a Random Forest, it calculates how much a feature improves the
model’s accuracy across all decision trees, with higher scores indicating more influential
features. For global feature importance, SHAP was employed with the TreeExplainer
from the SHAP library, which provides an additive feature importance score for tree-based
models. Figure 8 illustrates the visualisation of 5 features with the highest important
score obtained from Feature Important and LIME that applied on Random Forest model.
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Figure 8: Top 5 Features from Feature Important applied on Random Forest Model

Figure 9: Top 5 Features from LIME applied on Random Forest Model

LIME was used with the LimeTabularExplainer from the LIME library in Python
to generate local explanations for this classification task, highlighting feature importance
for individual predictions. These different approaches were necessary because Random
Forest models involve complex interactions among trees, and each XAI tool provides a
unique perspective on feature significance.

While LIME offers visualisation of features important, it is better to investigate the
result by printing them out as we can observe feature’s important score as shown in
Figure 9 above. In this case, features with negative important scores suggest they associ-
ate with lower likelihood of churn but still represent significant factors in the prediction.
However, LIME ranks features with the highest absolute importance scores based on their
contribution to the model’s prediction not just their absolute value, regardless of whether
the score is positive or negative. Hence, why we can observe Contract Monthtomonth on
LIME’s top features rank.

XGBoost: Feature Importance was assessed using .booster.get score() from the
xgboost library in Python, which offers feature importance scores tailored for gradient
boosting models. Similar to Random Forest, SHAP analysis was performed using the
TreeExplainer from the SHAP library to provide a comprehensive view of feature con-
tribution to the churn prediction. LIME’s LimeTabularExplainer was employed to offer
local interpretability for individual predictions. The different functions and tools were
needed due to XGBoost’s gradient boosting approach, which necessitates methods spe-
cifically designed for its boosting framework.

Logistic Regression: Feature Importance was evaluated using the .model.coef attribute

from the scikit-learn library, which measures the impact of each feature in a linear model.
SHAP analysis for Logistic Regression utilized the Explainer from the shap library to
provide global feature importance in a linear context. LIME’s LimeTabularExplainer
was used to produce local explanations, consistent with its use in other models. Differ-
ent tools and methods were employed because Logistic Regression models are linear and
require specific approaches for interpreting coefficients and feature contributions.
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5.3 Model Retraining with Selected Features

With the top five features identified through each XAI technique, each model was re-
trained using these features to assess the impact of feature selection. Python was utilized
to implement this process, with the models Random Forest, XGBoost, and Logistic Re-
gression being retrained using the features selected by Feature Importance, SHAP, and
LIME. The retraining involved using the scikit-learn and xgboost libraries from Python
to adjust the models according to the selected features. Performance metrics, including
accuracy, precision, recall, and F1-score, of the retrained models were compared to the
baseline results. This comparison aimed to determine the effect of XAI-based feature
selection on model performance and interpretability, highlighting how feature selection
influences predictive capability and model clarity.

6 Evaluation

The results of the experiments were analyzed and presented in two main parts. The first
part focuses on the performance of the proposed machine learning models in predicting
customer churn to act as a benchmark. The second part assesses the effectiveness of
incorporating Explainable AI (XAI) techniques into traditional black box models and
understands how these techniques impact model performance and interpretability. The
evaluation begins with an analysis of the baseline performance of the Random Forest,
eXtreme Gradient Boosting (XGBoost), and Logistic Regression models. This is followed
by a detailed examination of each experiment and a comprehensive discussion of the
findings.

Table 1: Baseline Models (without XAI)

Predictive Models Accuracy Precision Recall F1-Score
Random Forest 80 79 80 79
XGBoost 78 77 78 77
Logistic Regression 76 81 76 77

Table 1 above presents the performance comparison of three proposed predictive mod-
els as measured by different evaluation metrics as baseline before implementing XAI
methods. It can be observed that the Random Forest model achieved the highest accur-
acy of 80%, outperforming the other models. This can be attributed to the ability to
identify complex relationships and patterns within the dataset by combining the insights
of multiple decision trees which results in a more reliable and accurate prediction. In
terms of the F1-score, which balances precision and recall, the Random Forest model also
achieved the highest score of 79% indicating a balanced performance in predicting both
the positive and negative classes. The XGBoost model followed closely with an F1-score
of 77% along with Logistic Regression model at the same score despite the differences in
their algorithmic approaches.

Table 2 summarizes the performance of baseline models follows by retrained models
using features selected by different XAI methods. In this research, the weighted average
F1-score is used as the evaluation metric. As it offers balanced performance measure
that considers both precision and recall, and closely aligns with accuracy, given the equal
distribution of classes after SMOTE application. Each experiment was detailed below.
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Table 2: F1-score comparison of retrained model across XAI methods (%)

Predictive Models Baseline Feature Important SHAP LIME
Random Forest 79 75 75 77
XGBoost 77 75 77 75
Logistic Regression 77 75 75 75

6.1 Experiment 1: Random Forest

In this experiment, XAI techniques were applied on top of the Random Forest model to
extract the most important features influencing customer churn. These identified features
were then used to retrain the model to assess the impact on performance. Figure 10 below
displays visualisation of top features obtained from each XAI methods.

Figure 10: Top 5 Features from Feature Important(Top left), SHAP(Top right) and LIME
(Bottom left) applied on Random Forest Model

Feature Importance: Initially, the top five features identified through Feature Im-
portance were TotalCharges, Tenure, MonthlyCharges, Contract Month-to-month, and
PaymentMethod Electronic check. When the model was retrained using these selected
features, the F1-score decreased to 75%. This reduction in performance suggests that
while Feature Importance can highlight key features but excluding additional relevant
features may detract from the model’s performance.

SHAP: SHAP identified Contract Month-to-month, PaymentMethod Electronic check,
OnlineSecurity No, tenure and TechSupport No as the top features, overlapping with
Feature Importance on several counts. After retraining the Random Forest model with
these SHAP-selected features, the F1-score was maintained at 75%, but still lower than
the baseline model. This marginal decrease in performance highlights SHAP’s strength
in enhancing interpretability through global feature importance analysis. And it also
shows that SHAP’s selected features might not fully capture all predictive elements ne-
cessary for maintaining high performance or accuracy. The consistent identification of
Contract Month-to-month, PaymentMethod Electronic check and tenure reinforces their
importance in churn prediction.
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LIME: LIME’s identified Contract Month-to-month, OnlineSecurity No, PaymentMethod Electronic
check, TechSupport No, and PaperlessBilling Yes as the most influential features. When
the Random Forest model was retrained with these features, the F1-score was at 77%,
outperformed the Feature Important and SHAP-enhanced model. The decrease in per-
formance compared to the base model suggests that LIME’s local explanations might
lead to feature selections that are suboptimal for the global model’s performance.

6.2 Experiment 2: XGBoost

This experiment investigated the impact of feature selection using XAI techniques on
XGBoost model.

Figure 11: Top 5 Features from Feature Important(Top left), SHAP(Top right) and LIME
(Bottom left) applied on XGBoost Model

Feature Importance: Applying Feature Importance to the XGBoost model iden-
tified MonthlyCharges, TotalCharges, tenure, gender Female, and PaperlessBilling No
as the top five features. Interesting insight gain from this model is the gender where it
usually not consider a critical feature to churn outcome. When the model was retrained
using these selected features, the F1-score decreased to 75%. This decline suggests that
although these features are correlated with churn, they may not fully capture the complex
patterns or interactions driving customer churn behavior.

SHAP: SHAP analysis identified Contract Month-to-month, tenure, MonthlyCharges,
TotalCharges and PaperlessBilling Yes as the most important features. This closely
alignment with the features identified by Feature Importance reinforces their significance
in predicting churn. After retraining the XGBoost model with these SHAP-selected fea-
tures, the F1-score stabilized at 77%, slightly lower than the base model. This stable
performance indicates that SHAP effectively captured the primary drivers of churn for
the XGBoost model, suggesting that SHAP might be more suitable for identifying glob-
ally important features in complex models like XGBoost.
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LIME: LIME method led to the selection of Contract Month-to-month, OnlineSecur-
ity No, tenure, OnlineBackup Yes and gender Female as the most influential features.
Retraining the model with these features resulted in a substantial drop in F1-score to
75%. This significant decrease highlights the limitations of LIME in providing globally
relevant feature insights. While some overlap with features identified by other methods
was observed. The repeat inclusion of features like gender Female suggests that LIME
might be overfitting to local patterns within the data. This behavior is characteristic of
LIME and emphasizes the need for caution when using it for global feature importance.

6.3 Experiment 3: Logistic Regression

Lastly, XAI methods were applied on Logistic Regression model to access feature import-
ant done by different methods which detailed below.

Figure 12: Top 5 Features from Feature Important(Top left), SHAP(Top right) and LIME
(Bottom left) applied on Logistic Regression Model

Feature Importance: Retraining the Logistic Regression model with features selec-
ted based on Feature Importance resulted in an F1-score of 75%. The selected features
included tenure, TotalCharges, Contract Month-to-month, Contract Two year and In-
ternetService Fiber optic. This reduction in F1-score suggests that reducing the feature
set might limit the model’s predictive capabilities, even for a simpler model like Logistic
Regression.

SHAP: SHAP-selected features, which are tenure, TotalCharges, Contract Month-to-
month, Contract Two year and InternetService Fiber optic. The F1-score also remained
at 75%. This exact alignment in both top features and F1-score with the Feature Import-
ance results indicates that SHAP effectively identified features that did not significantly
impact the overall model accuracy. However, the consistent inclusion of features like
tenure and TotalCharges in both SHAP and Feature Importance highlights their crucial
role in predicting churn. SHAP’s inclusion of tenure, TotalCharges and Contract Month-
to-month aligns with its previous identification of important features in more complex
models like XGBoost which reflecting SHAP’s ability to capture globally significant fea-
tures across different model types.
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LIME: LIME’s selected features were tenure, Contract Month-to-month, Contract Two
year, InternetService Fiber optic, and InternetService DSL. The F1-score with these fea-
tures was also 75%, showing no change. The feature InternetService DSL, which was not
selected by Feature Importance or SHAP, suggests that LIME might highlight features
based on specific instances rather than global relevance. This characteristic of LIME high-
light its tendency to focus on local patterns which may not always align with features
identified as globally significant by other XAI methods.

6.4 Discussion

In this section, we interpret the results obtained from our experiments and summarize how
the incorporation of XAI techniques influences model performance and interpretability
and their impact within the telecommunications context. The baseline Random Forest
model achieved a weighted average F1-score of 79%. However, when re-trained with
the top features identified by XAI methods, the F1-score decreased to 77% for Feature
Important and 75% on both SHAP and LIME, respectively. This decline suggests a trade-
off between interpretability and predictive performance. While Feature Importance and
SHAP successfully identified key features such as PaymentMethod Electronic check and
tenure, excluding other relevant features likely impacted the model’s overall performance.

The XGBoost model initially achieved F1-score of 77%, which was maintained when
retrained with SHAP-selected features, but dropped to 77% and 75% with Feature Im-
portance and LIME, respectively. This outcome highlights SHAP’s strength in preserving
model performance while enhancing interpretability. Although LIME is useful for indi-
vidual predictions, it might lead to feature selections that do not generalize well, resulting
in a reduced F1-score. And XGBoost’s complexity requires a more fine-tuned approach
to feature selection as different XAI techniques might emphasize different aspects of the
data. The Logistic Regression model began with a baseline F1-score of 77%. When
re-trained, the F1-score decreased to 75% across all XAI methods. This consistent drop
suggests that Logistic Regression is particularly sensitive to changes in the feature set.
The results indicate that while these XAI techniques can enhance interpretability by
focusing on key features, they may exclude important features, leading to a slight reduc-
tion in model performance. This experiment highlights the balance that must be struck
between interpretability and predictive performance, especially in simpler models like
Logistic Regression.

Figure 13: Confusion Matrices of a baseline Random Forest (left), LIME-enhanced Ran-
dom Forest (middle) and SHAP-enhanced XGBoost (right). Notice XAI-based models
were able to correctly classify higher churn numbers than a baseline model.
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Figure 13 above presents the confusion matrices for both the baseline Random Forest
model, the retrained Random Forest with features selected from LIME’s explainer library
and the retrained XGBoost model using features selected from the SHAP library.

The Random Forest model achieved the highest F1-score of 79%, serving as the bench-
mark for comparison. Both the LIME-enhanced Random Forest and the SHAP-enhanced
XGBoost models achieved slightly lower F1-scores of 77%. Despite this minor reduction
in F1-score, the confusion matrix presents a valuable observation where the retrained XG-
Boost model demonstrated greater performance in correctly identifying customers that
likely to churn, evidenced by a higher True Positive count (346) and a lower False Negat-
ive count (211) compared to both the baseline Random Forest and the LIME-enhanced
Random Forest models. This suggests that although the XGBoost model has less overall
performance and accuracy, it was more effective at correctly identifying customers who
were likely to churn and reducing the risk of false negative cases where churn is incorrectly
predicted as non-churn.

From the business perspective, the different subsets of highly important features gen-
erated by XAI methods reveals frequent appearance of several features across all mod-
els, such as tenure and Contract Month-to-month emphasizes their influence in customer
churn. High importance values of these features suggest that the duration of the customer
contract and its flexibility are indeed very important factors. It reinforces the reliability
of these predictors and is something that business can be aware of when implementing
target retention strategies.

Additionally, SHAP and LIME methods show how these features impact individual
predictions and help provide local interpretability that can be used to personalized cus-
tomer engagement. Features like OnlineSecurity No and TechSupport No identified by
SHAP in the Random Forest model suggests that customers who do not subscribe to
additional online services and lack of technical support service are at higher churn risk.
Hence, the company can see that this is a potential area for upselling or bundling ser-
vices and improve their customer services. And the difference in InternetService (Fiber
vs. DSL) also offers insights into how types of internet service impact customer churn.
We can observe that customers with Fiber are more likely to churn compared to those
with DSL, it could possibly be a few reasons. For example, customers who opt for Fiber
Optic internet are likely seeking high-speed and high-stability internet service. When
these expectations aren’t met or the service quality is not better than DSL, especially
when Fiber Optic typically has higher cost, they may be more inclined to churn when
they do not feel it is worth the value.

In conclusion, the application of XAI in identifying key features relevant to churn.
XAI not only provides transparency to the model, but also ensures that the model’s
outcome aligns with business strategic priorities of the telecommunications sector. With
this process, the model becomes more actionable which allows companies to focus their
efforts on the factors that matter most. For instance, strategies could be developed
to increase customer tenure, introduce more competitive pricing, or simplify payment
processes, all of which are crucial to reducing customer churn.

6.5 Limitations

Despite the valuable insights provided by our experiments, there are several limitations
to consider that may influence the interpretation and generalizability of the findings.

Dataset Size and Features: The dataset used in this study consisted of 7,043 rows
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and 20 features. While this size is adequate for preliminary analysis, a larger dataset could
provide a more comprehensive view of customer churn and improve model performance
and stability. Additionally, the relatively small number of features might have constrained
the models’ ability to capture all relevant factors affecting churn. Expanding the feature
set could lead to more nuanced insights and potentially enhance prediction accuracy.

Feature Selection Techniques: This study utilized three XAI techniques namely
Feature Importance SHAP and LIME to assess feature importance as they were con-
sidered the most widely used methods. While SHAP offered stable global insights it may
miss local patterns that LIME can capture. The choice of only these three XAI meth-
ods limits the scope of feature selection analysis. Exploring additional XAI techniques
like Partial Dependence Plots (PDP) or Individual Conditional Expectation (ICE) could
provide a more comprehensive understanding of model performance.

Model Complexity: The experiments compared Random Forest, XGBoost, and Lo-
gistic Regression models, each with different complexities. Random Forest and XGBoost,
being ensemble-based methods, can capture intricate patterns and interactions but are
also more challenging to interpret. Logistic Regression, while simpler and more inter-
pretable, may not model complex relationships as effectively. The varying performance
across models highlights the trade-offs between complexity and interpretability in feature
selection and prediction accuracy.

7 Conclusion and Future Work

Results show that XAI-based feature selection models were easier to interpret (smal-
ler models) from business point of view and were able to obtain a higher true positive
rate of customer churn. This research has demonstrated that while XAI techniques like
SHAP, LIME, and Feature Importance has proven an ability to provide significant in-
sights into feature important behind black box model that accessible to users, they can
also present a trade-off between interpretability and model performance. The Random
Forest and XGBoost models, when enhanced with XAI-selected features, showed that
while interpretability increased, predictive accuracy sometimes decreased. This high-
lights the importance of carefully selecting and combining features to trade-off accuracy
and interpretability.

These findings have broad implications not only for churn prediction but for any mod-
eling task that requires a balance between accuracy and transparency. This approach
enables telco companies to adopt more advanced models that better capture complex,
non-linear relationships and leading to more informed business decisions aim at redu-
cing customer churn. The research also suggests that the use of XAI can bridge the
gap between model interpretability and business actionability. By identifying the most
impactful features related to churn, companies can focus on strategy that are likely to
have the greatest effect such as enhancing customer engagement or marketing efforts.

Future work could be explore expanding the feature set or applying more XAI methods
to provide a more comprehensive view of feature importance. Additionally, testing these
approaches in real-time or with larger datasets could help validate their applicability in
diverse scenarios. It would be valuable to assess whether these methods can be applied
successfully to a broader range of predictive modeling tasks. If proven effective, this could
open up new opportunities for deploying explainable AI in areas where complex models
have traditionally been avoided due to concerns about transparency and trust.
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