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1 Introduction

The presented configuration manual provides the description of the hardware and software
that is used in the present study along with the step-by-step explanation of the procedure
that has been adopted in the paper titled “Cognitive Captions: Empowering Images
with AI-Generated Descriptions”.

2 System Configuration

2.1 Hardware Configuration

In an image caption generation project, high GPU is useful for training models and
sufficient RAM and fast SSD storage is essential for handling large datasets for fast
data retrieval. Figure 1 illustrates the table of the recommended hardware components
necessary for the development of this project.

Figure 1: Hardware Configurations

2.2 Software Configuration

The following Figure 2 presents all the softwares utilized in this study identifying their
respective version:

Visual Studio Code:
VS Code on the other hand is an IDE that is used for coding and debugging and man-
aging projects smartly. They support extension for Python and other languages, which
facilitates productivity of the image caption generation.
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Figure 2: Software Configurations

Python Libraries:
Python1 is the main working language for creating and executing the models and for most
of the data manipulation and library interfacing. It is also supporting several libraries
which are included in the presented study. The description and version of those libraries
are described in the following Figure 3:

Figure 3: Python Libraries

Anaconda and Jupyter Notebook:
Anaconda2 offers solutions related to package management and deployment, which means
it takes care of all dependencies for Python projects, and the second tool is Jupyter
Notebook, which is an interactive tool for Data Science used for prototyping and Data
Visualization.

Flask:
Flask3 is used to implement the web interface for deploying the image captioning models
where users can interact with the deep learning application through a browser.

1https://www.python.org/
2https://www.anaconda.com/download
3https://flask.palletsprojects.com/en/3.0.x/
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3 Environment Setup

3.1 Installing Required Packages and creating file structure

This section explains the installation of required packages for the project, which are pre-
requisite for the backend and model operations as part of the subsequent Section 4 and
Section 6, respectively. The Image Caption Generator project is organized as shown in
Figure 4 into several key directories: data for sample captions, models for the trained
models along with the other necessary files and documents, static for HTML CSS, logos
and images uploaded by the users, and templates/ for HTML files which in charge of the
handling of interactions from the users. Within it, the necessary scripts in Python are
stored among which it is possible to mention app.py file for the Flask application, cap-
tion generator.py for caption processing and generation, and the create model.py along
with custom layers.py for model creation. A virtual environment also known as a venv/
and requirements.txt ensure that dependencies are dealt with in the most efficient manner
hence making the project easy to maintain as well as extend.

Figure 4: File Structure
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3.2 Importing Necessary Libraries

The libraries shown in Figure 5 are needed for various part of the project including
image processing which is explained in Section 4.2, model creation which is explained in
Section 6.2 and evaluation which is explained in Section 6.4.

Figure 5: Importing Necessary Libraries

4 Backend Implementation

4.1 Flask Application Setup

In this part, the creation of the web interface using Flask application as shown in Figure 6
and the routes that connect the image uploading and captioning services are described.
The real process of caption generation described in Section 4.2 is based on the image
preprocessing and model predicting stages described further.

Figure 6: Flask Application Setup
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4.2 Image Preprocessing and Caption Generation

The steps explained in Figure 7 about image preprocessing and caption generation are
the fundamental steps of the application’s functioning. This section lays down the data
which is used in section 6.3 for building the model and caption generation.

Figure 7: Image Preprocessing Caption Generation

5 Frontend Implementation

5.1 HTML Templates

The HTML4 templates in this project constitute the front end for uploading images
and showing generated captions and associated accuracy measures. These templates are
important for the users to navigate and interact within the application.

5.1.1 Upload Form (upload.html)

This section provides information on the HTML code of the image upload form as shown
in Figure 8, which communicates with the backend routes explained in Section 4.1.
The upload.html template concerns the interface where a user can upload an image file
in the application to generate captions. The key elements include:

• Header Section: Has a title with the text “Image Caption Generator” and a logo
to provide a coherent and captivating appearance, which are written in HTML and
then styled with CSS5.

• Upload Form: Enables a user to choose and upload a picture file. The form sends
data to the backend route named generate caption through a Post method. Just
like in the previous form, the file input is mandatory to prevent the user from
submitting the form without choosing the image.

4https://html.com/
5https://www.w3schools.com/css/
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Figure 8: Image Upload Form

Upon submitting the form with an image the file is sent to the server to begin the caption
generation process described in Section 4.1.

5.1.2 Result Display (result.html)

This section describes the HTML template to render the caption generated along with
the uploaded image and other performance metric in terms of BLEU6 and METEOR7

scores.
The result.html (Figure 9) is used to display the results when an image has been processed
and a caption produced out of it. The key elements include:

• Result Display: The uploaded image is shown alongside the caption generated by
the model. The image is sourced from the server, and the caption is dynamically
inserted into the template.

• Evaluation Metrics: If the BLEU and METEOR scores are available, the scores are
given in tabular form and graphically with the help of Chart.

By using this template, the users have an easy way of making sure that the generated
caption is correct, and also comparing it with the reference captions using the defined
evaluation criteria.

5.2 CSS Styling (styles.css)

This section contains CSS that was used for the styling of the application and to enhance
the user experience as they complete the form in Section 5.1.1 and while viewing the
results using the result display template.

6https://thepythoncode.com/article/bleu-score-in-python
7https://www.nltk.org/api/nltk.translate.meteor_score.html
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Figure 9: Caption Generation Display

The CSS styles the whole UI as shown in Figure 10, so the upload form and the results
display are made visually engaging and therefore, more user-oriented. Key elements
styled include:

• Body and Header: The application of gradient background and the layout with
objects centralized minimize design’s clutter look.

• Container Elements: The upload form and the displayed results are wrapped into
containers with padding, border-radius, and a boxes shadow for a clean look.

• Buttons and Links: Aligned for conformity, hover effects to increase usability for
the end user.

It should also be noted that this styling helps make the application not only functional
but also beautiful and therefore more enjoyable to use.
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Figure 10: CSS Styling

6 Model Training and Evaluation

6.1 Data Preparation

This section covers data pre-processing for model training which is applied in section 6.3
for training the model. The data is split into 90% train and 10% test as shown in
Figure 11.

Figure 11: Data Preparation
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6.2 Model Definition

In this section as shown in Figure 12, the model is configured with the above said archi-
tecture which is to be trained on the data set prepared in section 6.1.

Figure 12: Model Definition

6.3 Model Training

This section develops from the findings made in section 6.1 and Section 6.2. In this
case, the data prepared earlier are used to train the model and separate training and
validational sets are defined as shown in Figure 13.

Figure 13: Model Training

To train the model, over multiple epochs, the training process uses the training set defined
in Section 6.2 and the data split defined in Section 6.1, whilst testing the validation of
the model on an independent test set.
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6.4 Evaluation Metrics

This section (Figure 14) explains how to compute evaluation metrics like BLEU and
METEOR from the model of Section 6. These metrics are widely employed in the assess-
ment of the quality of the generated captions with the help of the reference captions.

Figure 14: Evaluation Metrics

• BLEU Score: The calculate bleu function performs BLEU, which is the Bilingual
Evaluation Understudy, to determine the precision of the n-gram in generated cap-
tion up to the standard captions. As a result, the higher BLEU is closer to the
reference captions, which makes it possible to use the score to evaluate the per-
formance of generated captions.

• METEOR Score: The calculate meteor function EST (METS, Metric for Evalu-
ation of Translation with Explicit ORdering) score is calculated for assessing the
caption quality based on synonymy, stemming and word order. Therefore, MET-
EOR can be considered as an extension of BLEU which gives a finer analysis and
measures specific aspects such as the extent of reference’s coverage by the generated
text, its comprehensibility.

When combined, these scores provide a holistic assessment of the model’s ability to create
technically correct and semantically relevant captions as discussed in Section 6.3.
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