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Physical Exercise Pose Detection using BlazePose and 

Machine Learning Framework 
 

Aarthi Rajendran 

22224947 

 
 

 

1 Introduction 
 

This manual contains all the details involved in implementation of the research project 

‘Physical Exercise Pose Detection using BlazePose and Machine Learning Framework’. It 

begins with an overview of the project's objectives and significance. The second section 

details the system specifications, including hardware, software, and necessary libraries.  

The third part covers the data collection and preprocessing methods, followed by the 

development and evaluation of machine learning models used for pose detection.  

Finally, the manual explains how to utilize BlazePose for detecting exercise poses from 

images, integrating it with machine learning models for accurate predictions. The conclusion 

summarizes the results and discusses potential improvements and future directions for the 

project. 

 

2 Hardware Requirements 
 

2.1 Hardware Specification: 
 

Processor: 11th Gen Intel(R) Core (TM) i5-1135G7 @ 2.40GHz (base frequency) 2.42 

GHz (boost frequency) 

Installed RAM : 16.0 GB (15.7 GB usable) 

System type 64-bit operating system, x64-based processor 

Storage: 500 GB SSD 

GPU: 4 GB, Intel(R) UHD Graphics 

 

2.2 Operating System Specification: 
 

OS Name: Microsoft Windows 11 Home Single Language 

Version 23H2 

Experience Windows Feature Experience Pack 1000.22700.1020.0 

 

3 Software Requirements 
 

Programming Language: Python 

Cloud Platform: Google Drive for Data Storage 

IDE: Google Colab 

Other Tools: Microsoft Excel and PowerPoint 
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4 Library Requirements 
 

To work with physical activity pose detection, Google Colab is a cloud-based platform 

accessed via a web browser. After signing in, by creating a new notebook or uploading the 

file. it is important to use specific machine learning libraries. MediaPipe provides advanced 

capabilities for detecting and analyzing physical activity poses. H2O provides a 

comprehensive suite of machine learning tools and algorithms for predictive modeling and 

data analysis. This setup is essential for predicting and evaluating the strength training 

exercise poses and for performing sophisticated predictive modeling tasks. 
 

 
 

Figure 1: MediaPipe and H2O Installation 
 

 
 

Figure 2: All Required Python libraries and Packages 
 

 

5 Dataset Description 

5.1 Dataset selection 
 

Dataset is downloaded from the UCF 101 Human Action Recognition data which are 

collected from youtube and have a fixed rate frame.  

 
 

Figure 3: Dataset 

https://www.crcv.ucf.edu/data/UCF101.php
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5.2 Dataset Collection and Loading 

The dataset is downloaded and manually five strength training videos are filtered and 

uploaded to the Google Drive and accessed by mounting Google Drive in the Colab 

environment at the specified directory path. This allows seamless integration between the 

Colab notebook and the dataset which is stored in the Drive, which makes the data 

manipulation and data analysis directly from the cloud storage. 

 

 
 

Figure 4: Dataset Loading 
 

6 Data Transformation 
 

After installing the packages, video data is processed to extract pose landmarks from 

each frame and store the results in a Pandas DataFrame. MediaPipe’s pose detection 

model identifies key landmarks, and the coordinates are organized into a structured 

DataFrame for detailed analysis and visualization of body movements. 

 

 
 

Figure 5: Extract Pose Landmarks from Frames 

 

At this stage the video files are processed to extract the frames and annotate them 

with the pose landmarks using the MediaPipe Library and using the process_video 

function reads the frames from a video and process each frame to detect the pose 

landmarks and saves the annotated frames as images in the output directory (video 

dataset/pose_landmark_images) 
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Figure 6: Pose Landmark Extraction for Videos 

 

The below Figure 7 has processed video files from specific exercise folders and extracts pose 

landmarks from each video using the ‘extract_pose_landmarks’ function and then 

consolidates the results into a CSV file. This iterates through folders and video files and 

performs pose landmark extraction and saves the aggregated results to a CSV file for further 

process. 
 

 
Figure 7: Video Pose Data Extraction and Save to CSV 
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7 Exploratory Data Analysis 
 

 

 
 

Figure 8: Data information 
 

 

The generated CSV file from the video folders for five strength training excercise consists of 

101 features including exercise name and the video file name and 50166 rows. 

 

 

 

Figure 9: Data type and Data Description 
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Figure 10: Checking for Null Values 
 

8 Data Preprocessing 
 

The figure below depicts the function ‘calculate_required_files’ helps in identifying the 

additional files needed to reach a desired threshold for each folder. This function calculates 

80% of the total files for each folder as training set. It then subtracts the number of files that 

have already been processed to find out how many more files are required for the testing set. 
 

 
 

Figure 11: Splitting Training and Testing data 
 

 

The total number of files for each exercise class and the number of files required for training 

each class are as follows: 
 

 
Figure 12: Exercise Class File Counts and Training Requirements 
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9 Model Training 
 

Now, the classification model is trained using H2O library as shown below: 

 

 
Figure 13: Model Training using H2O 

 

The above figure demonstrates the training of three different machine learning models using 

the H2O library. First, the necessary classes are imported, and each model is initialized with 

specific hyperparameters. The models are then trained on the provided dataset using the 

specified features and target column, allowing for a comparison of their performance. 

 

 
 

Figure 14: Locations of Stored Trained Models 

 

The trained models are saved in the specified directory, and their file paths are recorded in a 

JSON file named “model_paths.json” within the same directory. 

 
 

10 Model Evaluation 
 

At this stage evaluating the classification model by calculating accuracy, precision, recall, 

and F1 score and generates a classification report. The below figure11 includes a function to 

preprocess exercise names for consistency. These tools helps to assess and interpret the 

effectiveness of the model's predictions.  
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Figure 15: Classification Evaluation and Confusion Matrix 
 

 

 

DRF Classfier Evaluation 
 

 
 

Figure 16: DRF Classfier Evaluation 

 
 

Gradient Boosting Machine (GBM) Evaluation 
 

 
 

Figure 17: Gradient Boosting Machine Model Implementation 
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Extreme Gradient Boosting (XGBoost) Evaluation 
 

 
 

Figure 18: XgBoost Evaluation 

 

 

 

The below figure 15 consolidates the prediction of each video by selecting the most frequent 

prediction from three models and it creates ' result_df ' Data frames map the most common 

predictions for each model. 

 
 

 
 

Figure 19: Consolidated Model Prediction 
 

 

11 Model Prediction 
 

Using pre-trained H2O model, a person’s workout pose detection is detected by extract pose 

landmarks from the video which is given in base path and the extracted data converted into 

H2O frame  
 

 

 

 
 

 

Figure 20: Testing Prediction 
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Figure 21:  Strength Training Exercise Prediction 
 

 
 


