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Aarthi Rajendran 
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Abstract 

 

Pose detection involves identification of specific body postures and movements.   This 

approach can be applied to various exercise activities, providing insights with 

widespread applications in fitness, sports, healthcare, and human-computer interaction. 

This research proposes automated pose detection and classification algorithms to 

automate the identification of exercise activities, providing a scalable and effective 

solution for real-time monitoring and analysis in various factors such as enhancing 

fitness tracking, improving sports performance engaging more people into the physical 

activity. This research presents a comprehensive approach to detecting human poses and 

identifying specific exercise activities using machine learning techniques. By utilizing 

MediaPipe for pose detection and the classification algorithm able to detect the key 

points accurately on the human body and classify them into predefined exercise 

categories. The proposed framework enhances real-time monitoring of human exercise 

poses by integrating pose detection models with classification algorithms. Using pose 

detection models like MediaPipe and BlazePose, which extract body positioning features 

in the form of coordinates (x, y, and z). These coordinates are subsequently used to 

generate custom geometric features for model training. A large-scale dataset from UCF 

101 consists of realistic action videos having 101 different action categories. This data 

set is an extension of UCF50 data set which includes 50 action categories and features 

13320 videos across the 101 action categories, where 7 groups are taken for our research 

such as pushups, pullups, Body weight squats, bench press, and jumping jacks. Using 

three algorithms to classify the exercise activities. Among these, XGBoost is identified 

as the best model, achieving an accuracy of 94%. followed by GBM with an accuracy of 

93% and Distributed Random Forest (DRF) with an accuracy of 91%.  This framework 

enhances real-time monitoring of human exercise poses, offering significant potential for 

applications in automated fitness tracking and sports analytics. This research aligns with 

the cutting edge in pose detection and classification, providing real time monitoring 

solution by using advanced algorithms and machine learning for high accuracy by 

making it suitable for various fitness applications. This research has potential for 

practical applications such as fitness tracking, and health monitoring. Future work could 

address the integration into the wearable devices to provide real time feedback and 

insights. 
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1 Introduction 
 
 

Physical exercise pose detection has gained momentum post-pandemic as people increasingly 

prioritize their health and use the internet for seamless workouts. This rapidly evolving 

technology within computer vision has a wide range of applications across various domains. 

Recent advancements, such as the BlazePose model, have significantly improved the 

accuracy of analysing body movements. By leveraging video footage of exercise workouts 

and processing human skeleton data with various machine learning algorithms, pose detection 

can accurately predict physical activity poses. (Min, 2022a)Integrating pose detection with 

advanced machine learning techniques enhances the precision and scalability of fitness 

tracking and monitoring, offers more effective solutions for analyzing and improving exercise 

performance. Pose detection is a rapidly advancing area within computer vision, specializing 

in the identification and analysis of human body postures and movements. By enabling 

detailed monitoring and analysis of body movements, pose detection provides crucial insights 

into exercise performance, technique, and overall physical activity, thereby transforming our 

approach to fitness and health. In the realm of fitness, pose detection facilitates the 

automation of exercise identification and classification, significantly enhancing tracking 

capabilities and improving sports performance. Integrating pose detection with advanced 

machine learning algorithms further strengthens these benefits by offering more precise, 

efficient, and scalable solutions. The primary approach to enhance the pose detection 

accuracy and efficiency involves combining the MediaPipe model with BlazePose. 

MediaPipe's framework, known for its lightweight nature and fast processing capabilities, is 

particularly effective in real-time pose detection(Zhang et al., 2022). When integrated with 

BlazePose, which excels in detailed body landmark detection, this combination significantly 

improves the accuracy of identifying and classifying exercise poses. This aligns with the 

current research focus, which emphasizes leveraging advanced machine learning models to 

refine exercise pose detection. By utilizing these sophisticated models, the research aims to 

advance the precision and efficiency of pose detection systems, thereby offering more robust 

and scalable solutions for fitness tracking and analysis.  In MediaPipe framework (Amrutha, 

Prabu and Paulose, 2021)the ability to integrate multiple tracking modalities includes human 

landmarks and hand movements into a single pipeline. This provides detailed body analysis 

which enhances accuracy and effectiveness of pose detection systems.  

The research objective are derived as follows: -  

1. Develop a pose detection solution which utilizes the 2D (Setiyadi et al., 2022)human 

body pose estimation to improve the accuracy of detecting the exercise poses. 

2. (Krishnan et al., 2022)Implement a machine learning model to identify physical activity 

poses and predict the type of exercise a person is doing. 

3. Widely analyse and implement by using keypoint detection and machine learning to 

improve both the speed and accuracy of pose detection. 

4. Evaluate and analyze the keypoints for performance monitoring and enhance to 

improve the accuracy for best prediction. 

The classification of exercise poses and pose estimation have profound implications in fitness 

tracking and healthcare fields, as it enables the monitoring of self-progression and enhance 

the mobility and improves the fitness outcomes. (Wang, 2024a)This research plays a vital 

role in developing a scalable, pose detection solution with 2D human body pose estimation 

where only the keypoint information in the 2D coordinate system is considered. By 

integrating machine learning techniques with pose detection models like MediaPipe and 
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BlazePose, this research aims to detect the human exercise pose and improve accuracy and 

efficiency. A training approach is implemented by involving keypoint detection and machine 

learning techniques, During the training phase model is trained and tested with the video 

dataset by converting into H2O frames and enhance the detection speed without 

compromising accuracy. The final outcome includes 33 keypoints representing the 

coordinates where human movements, especially all joint angles, are visible. These keypoints 

are effectively utilized in strength training exercises to monitor and improve performance. 

The coordinates of the detected keypoints are carefully analyzed, as the joint angles play a 

crucial role in evaluating movements and postures. This analysis is essential for ensuring the 

accuracy and effectiveness of the exercises, contributing to better strength training outcomes. 

This research implements various classification models, including XgBoost, GBM, and DRF, 

and evaluates their performance on a video dataset to identify the most effective one. By 

analysing the evaluation results from all three models, the most frequent prediction is 

finalized as the best-fit model. This combined approach significantly enhances the ability to 

track and analyze exercise movements, providing valuable insights for fitness and healthcare 

applications.  

This research is based on the UCF101 dataset.1. which contains specific types of exercises. 

Because the dataset only includes certain exercises, the model may struggle to accurately 

recognize other exercises that aren't part of this dataset. In addition to that model performance 

may varies due to the factors like different body types, lighting in the videos and the video 

quality. These variations can affect how well the model detects and classifies exercises, 

potentially impacts the overall accuracy and reliability of the system.  

The research study is structured as follows. Section 2 consists of Related Work about human 

activity and exercise related pose detection methods. In Section 3 the methodology about the 

research is described. Design specification is followed in Section 4 whereas in Section 5 

implementation steps are summarized. The Evaluation is in Section 6 described in detail with 

all the experiments conducted based on the results and followed with that Discussion section. 

Finally, section 7 concludes the research and discusses the potential future work.  

 

2 Related Work 
 

In this current technology, Human pose detection is the efficient way to track and understand 

the human movements and body positions. It focuses on monitoring and analysing how 

people position their bodies and moves during the workouts. This helps ensure exercise are 

done correctly, improves performance, and enhances overall workout effectiveness.  

 

(Sajan and Anilkumar, no date)has proposed a yoga monitoring pose estimation technique 

that focuses on improving efficiency and real-time performance. The system is designed to 

identify any errors or deviations from the correct posture. Google's MediaPipe framework is 

highlighted as a state-of-the-art solution, combining deep learning models with optimized 

processing pipelines to achieve real-time pose estimation on both mobile and desktop 

platforms. However, MediaPipe operates in a 2D space, which can lead to inaccuracies in 

pose estimation due to the lack of depth perception.  

 

(Angelini and Naqvi, 2019) has used the UCF1011 dataset in their research to evaluate and 

compare the performance of their proposed Joint RGB-Pose based multimodal networks. By 

                                                             
1Human action recognition Dataset :https://www.crcv.ucf.edu/data/UCF101.php 
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using UCF101, the author aimed to demonstrate how their multimodal approach—combining 

RGB and pose-based features—improves recognition accuracy and processing time 

compared to existing methods that rely solely on pose data.  

(Irfan and Abdul Muthalib, 2022)The author introduces a solution involving "Human Pose 

Estimation," a technology that uses webcams to track and analyze physical movements. This 

allows individuals to exercise at home effectively. In detail the author has explained how 

human pose estimation works by tracking the movements, optimal distance for webcam 

detection and also clearly noted that that the use of MediaPipe results in accurate and 

effective detection of fitness reps.  

(Bazarevsky et al., 2020) has introduced BlazePose, a lightweight neural network designed for 

real-time human pose estimation on mobile devices. BlazePose efficiently identifies 33 body 

keypoints from a single person and operates at over 30 frames per second on a Pixel 2 phone. 

This technology is ideal for applications such as fitness tracking and sign language 

recognition. The main contributions are the development of a novel body pose tracking 

method and a streamlined neural network that combines heatmaps and regression to 

determine keypoint coordinates.  

(Singh, Panthri and Venkateshwari, 2022)In this paper, the author describes a method for 

measuring human body parts using pose estimation techniques. They utilize contour detection 

and the MediaPipe model to identify and track semantic key points on the body. By applying 

edge detection methods with OpenCV, the system determines body boundaries for accurate 

measurement. The goal is to develop a smartphone application that captures a 2D image from 

a front view to estimate body measurements such as waist and chest size. This approach aims 

to enhance online shopping by allowing users to accurately measure their body dimensions 

using a standard smartphone camera, ultimately improving their shopping experience.  

(Zhang et al., 2022)researcher has introduced a method for detecting deep squat movements by 

combining YOLOv5, a modified target detection algorithm, with MediaPipe, a human pose 

estimation framework. This approach enables accurate tracking of squat exercises, measuring 

angles in the trunk, hips, and knees with over 96% accuracy while reducing false detections. 

And this helps for our research in order to demonstrate precise movement analysis, which 

could enhance the accuracy and effectiveness of tracking various fitness activities.  

(Mroz et al., 2021) has compared BlazePose and OpenPose for virtual motion assessments using 

ten clinically relevant movement videos. While OpenPose provides more accurate keypoint 

locations and was preferred for clinical assessments, BlazePose offers faster runtime and 

could be used for tasks like movement pre-screening or activity classification.  

(Nunes, Faria and Peixoto, 2017)The author introduces a novel framework for real-

time human activity recognition using minimal training data. It features activity-based 

key pose extraction and trains a Random Forest (RF) classifier, showing strong 

performance on the Cornell Activity Dataset (CAD-60). The standard RF achieved 

81.73% precision and 79.01% recall, while the Differential Evolution-enhanced RF 

(DERF) slightly improved these metrics to 81.83% precision and 80.02% recall. The 

RF method excels in avoiding overfitting, offers fast training, is robust to noise, and 

ease of parallelization.  

(Bukht and Jalal, 2024)The author has developed a human activity recognition system 

using XGBoost, demonstrating a 91% recognition rate which shows that achieved the 

highest performance, primarily due to its effective integration of preprocessing, 

feature extraction, and classification techniques. So, it is a good decision to integrate 
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the XGBoost-based human activity recognition approach into the "physical activity 

Pose Estimation" research. 

(Wang, 2024b)The researcher develops an intelligent long jump evaluation system 

that improves teaching and assessment by addressing issues such as reliance on 

teacher experience and lack of quantitative feedback. By utilizing this insight for 

future work, we can enhance this approach by providing actionable feedback and 

deriving data-driven insights into exercise techniques.  

(Song and Chen, 2024)The author develops a 3D bone keypoint detection algorithm 

and a pose estimation-based counting algorithm that achieves high accuracy, with a 

96% detection rate in various environments and notable improvements in pose 

estimation. This counting algorithm is highly required for the evaluation stage of the 

research paper on human exercise pose detection as it provides precise, real-time 

feedback on exercise movements, enabling accurate counting and analysis of exercise 

poses to improve training effectiveness and technique correction.  
 
 

 

3 Methodology 
 

 

 

Figure.1 Methodology - Physical Exercise Pose Detection 

 

The research methodology, depicted in Figure 1, provides a structured approach to this 

study, which consists of five steps such as Data Acquisition, Data Preprocessing, Data 

Transformation, Data Modelling and Evaluation. In the first step Data gathering 

process is performed where the dataset contains different human activity poses 

collected for this research. The dataset was created for human pose estimation using 

human action recognition from UCF101, since this dataset gives the high accuracy on 

human action recognition where this video data.(Angelini and Naqvi, 2019) In this 

paper, the author utilized the UCF101 dataset, which contains 13,320 multi-target 

video samples spread across 101 different actions in diverse contextual environments. 
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The experimental results demonstrate good accuracy, speed, and efficiency in the 

proposed method for joint RGB-pose-based human action recognition, aimed at 

anomaly detection applications. For the purpose of this research, the dataset includes a 

focused subset within the Exercise category, comprising videos of various exercises, 

including Push Ups, Jumping Jacks, Pull Ups, Body Weight Squats, and Bench Press.  

During the preprocessing stage, the videos are converted into H2O frames, and the 

dataset is cleaned to retain only high-quality data for training. The cleaned frames are 

then organized into batches for quick retrieval during model training, optimizing the 

training process and enhancing the performance of the pose estimation model. The 

primary objective was to provide detailed and varied set of examples for these 

exercises to enhance the accuracy and reliability of pose estimation models when 

applied to physical exercises. We have uploaded this dataset to Google Drive to 

facilitate direct access from Google Colab. Within the Exercise category, selective 

video data was organized into folders, each containing more than 100 action videos of 

one exercise type. All five exercise video folders—Push Ups, Jumping Jacks, Pull 

Ups, Body Weight Squats, and Bench Press were consolidated into a single folder 

named "video dataset." This aims to support the goal of detecting and analysing 

human activity poses across a range of upper body strength training exercises. 

 

For the data transformation process is important to prepare the data for analysis and 

modelling. The transformation process includes several key steps. First, video frames 

are extracted from the raw video data, breaking each video into individual images. 

These frames are then converted into RGB format using the 

“format_frame_landmarks” function, ensuring compatibility with the BlazePose 

model. The model processes these RGB frames to detect body landmarks and extract 

their coordinates. For detecting the pose MediaPipe package “MediaPipe 

PoseLandmarker” is installed and utilized. To extract the body coordinates from 

each frame the BlazePose model provided by MediaPipe is employed. BlazePose is an 

pose estimation architecture designed to capture key movements and posture, that 

identifies 33 key landmarks on the human body, making it highly effective for tasks 

like exercise analysis and motion tracking. Moving forward, the pre-trained model 

pose_landmarker.task is obtained. This model, part of the MediaPipe system, uses 

BlazePose technology to precisely track and identify body landmarks. The extracted 

coordinates are arranged into structured format designed for the specific machine 

learning model to be used. (Sunney et al., 2023) 

The human pose estimation model from Figure 2. Which has the keypoints of the 

human body that are identified and labelled with the specific numbers corresponds to 

different body parts.  The model has 33 keypoints starts with index 0 such as nose, 

eyes, ears, shoulders, elbows, wrists, hips, knees, ankles, and fingers. The connections 

between these points are visualized with lines, showing the relationship between the 

joints, essentially forming a skeletal outline of the human figure. This type of model is 

typically used in computer vision tasks to detect and analyze human poses in images 

or videos, aiding in applications like motion tracking, human-computer interaction, 

and sports analysis. 
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Figure .2 BlazePose Model - Topology as referenced in(Bazarevsky et al., 2020) 

 

 

The extracted features from the BlazePose model which converts complex coordinates 

data into meaningful numeric values. These features are used by various machine 

learning models to analyze and interpret the human physical activity or human action 

behaviour. Once the landmark key points are transformed into these features, those are 

stored as a data frame. To handle varying feature scales, Min-Max scaling is used to 

normalize the features between 0 and 1. This scaling ensures that no single feature 

disproportionately influences the model’s performance. After scaling, labels are 

created to categorize different types of human actions. The data is then separated into 

dependent and independent variables and divided into training and testing sets, with 

80% used for training and 20% for testing. 

 In data modelling phase, the models are trained using the training dataset. This 

research trains and evaluates three machine learning models which includes Gradient 

Boosting, Distributed Random Forest, Extreme Gradient Boosting Algorithm 

(XGBoost). (Min, 2022b)The Distributed Random Forest algorithm is applied which 

builds multiple decision trees during the training and merge the outputs to make the 

predictions. (Angelini and Naqvi, 2019)In this paper, Random Forest has provided a 

competitive accuracy that justified its inclusion in the comparison of methods. So, it 

shows that Random Forest is versatile and works well in pose estimation data which 

involves various features. It generates diverse trees by using random subsets of both 

features and training data, which helps to mitigate noise in large and complex datasets.  

Extreme Gradient Boosting algorithm (XGBoost) is a supervised classification 

technique. In a pose based human recognition research the author (Angelini and 

Naqvi, 2019)has utilized XGBoost algorithm that uses an ensemble of Regression 

Trees (CART) {R1(xi, yi)…..Rk(xi, yi)} and C Classification where Xi and yi are the 

training and the class label respectively.   The prediction scores are summed up to get 

the final score. Then the final score evaluated through C additive functions, as shown 

in Equation: 
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The final score is optimized through an objective function that combines a loss 

function, such as mean squared error for regression or log loss for classification, with 

a regularization term to prevent overfitting. This regularization includes L1 (lasso) and 

L2 (ridge) penalties, which control the model's complexity by penalizing large 

weights and encouraging sparsity. (De Paiva, Batista and Guimaraes Ramos, 2020)  In 

the final step, Evaluation and Results, all models were evaluated based on accuracy, 

precision, recall and time complexity. Models are applied to the test data and the 

model performance was assessed using confusion matrix and report. Based on the 

experimentation, XGBoost classifier was determined to be the best performing model 

by giving highest accuracy compared to the other 2 models. And this shows that 

XGBoost is the suitable model to detect the human exercise pose effectively.  
 

4 Design Specification 
 
 

The purpose of this research is to enhance the accuracy and effectiveness of physical 

activity pose detection using machine learning techniques with classification 

algorithms. The proposed framework comprises several essential modules which are 

acquiring data and preprocessing, and feature is extracted using classification 

algorithms, BlazePose model, and exercise detection and evaluation. The video data 

capture and preprocessing module is important to analyse and observe the person’s 

physical actions closely and preprocess them for feature extraction which includes 

frame selection and noise reduction as the video dataset has large number of data and 

stored in the cloud where the videos or images are getting compressed when dealing 

with the large dataset or when the bandwidth is limited. Although, the prepared data is 

ready to input into models like BlazePose in order to detect and extract key features 

related to human poses. This is the essential process to observe person’s movements 

which helps in various domain healthcare, fitness, sports etc. 
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Figure.3 System Architecture 

 

MediaPipe is used to detect an track body landmarks and movements. In this process 

each frame from the video data are converted from BGR to RGB format and 

processed to BlazePose which detects 33 key points representing a person's physical 

activity pose. These key points are extracted from every generated image in the video 

frames. Once the key points are converted into features by X and Y coordinates 

relative to the image dimensions, these features are then calculated by computing 

Euclidean distances between pairs of key points. These distances provide valuable 

information about the spatial relationships between different body parts. The resulting 

distances, along with other positional data, are combined into pose vectors. These 

pose vectors are then used for physical activity recognition, as well as for evaluating 

the model's performance in accurately recognizing and classifying these activities. 

These features allow the models to analyse and recognize various poses with greater 

accuracy. 

 
 

Figure.4 Original Images 

 

In the classification module, three machine learning models are employed to analyze 

the strength training physical exercise pose Each of these models is used 

independently to predict the exercise pose and then models are combined, and the 

final prediction is determined based on the most frequent prediction among the three. 



10 
 

The performance of this ensemble prediction is then evaluated to assess its accuracy 

and reliability. 

 

  
 

Figure.5 BlazePose Landmarks 
 

5 Implementation 
 

 
Pose-Based physical activity recognition detection was developed using the BlazePose model 

from the MediaPipe framework for pose estimation, and the XGBoost classifier for activity 

classification. This research was executed in Google Colaboratory a hosted Jupyter Notebook 

was utilized in this implementation of data preprocessing, data transformation, model 

implementation and model evaluation. The essential libraries used in this project are os, 

MediaPipe, NumPy, Pandas, h2o, matplotlib, and seaborn. The model is trained using the 

UCF101 dataset, which is a widely recognized dataset for action recognition consists of 

13,320 videos covering 101 different actions performed by people in various scenarios. For 

this particular research, five sub-categories are taken specifically focused on strength training 

exercises were specifically selected for model training. Using Mediapipe’s Blazepose pose 

estimation model preproccsed image frames are generated as 33 keypoints where each 

landmark provides X and Y coordinates of the body posture, The pose landmarks are 

extracted using ‘pose_landmark()’ function and flattened the 3D landmark data into a 1D 

array, storing it in a CSV file to use in the machine learning model. The three machine 

learning models are applied and evaluated based on accuracy, precision, recall, time 

complexity, and model complexity. Among them, Gradient Boosting Machines (GBM) and 

XGBoost and (Agrawal, Shah and Sharma, 2020)Random Forest classifier performed the best 

for physical exercise pose detection. The final evaluation involved analyzing the most 

frequent predictions across video frames to determine the most accurate models. The 

implementation effectively combined pose estimation with exercise activity classification 

providing a thorough evaluation of performance while considering both model complexity 

and temporal dynamics of the video data. 

 



11 
 

6 Results and Evaluation 
 

This section provides the detailed explanation of the below experiments that were conducted. 

The primary goal of developing the framework to predict the exercise pose using pose 

estimation model combined with machine learning algorithm. The performances of different 

machine learning algorithms were compared and analysed to determine different aspects of 

evaluating the model performance in classifying and predicting exercise poses. 

6.1  Experiment 1 
 
The experiment was conducted to evaluate the model performance on a separate dataset that 

not used during the training process. The test data is the holdout dataset which is used to 

assess the model's ability to generalize to new unseen data during test evaluation. Three 

machine learning models such as XgBoost, Random Forest, Gradient Boosting machine are 

considered in this experiment.   The evaluation involves by calculating key performance 

metrics such as accuracy, precision, recall, and F1-score which includes the functions for 

preprocessing labels, generating a confusion matrix heatmap, and producing a detailed 

classification report. By comparing the model's predictions (y_pred) with the actual labels 

(y_true), this process determines how well the models generalize to new data, providing 

valuable insights into their strengths and weaknesses across different classes. Such a 

comprehensive assessment is crucial for determining the models' readiness for deployment. 

 

6.2  Experiment 2 

 

In the second experiment, Test experiment involves by evaluating the model’s performance 

on the individual frames of a video. In various scenarios like video analysis, each frame is 

treated as a separate image, and the model’s ability to make accurate predictions on these 

frames are assessed. This is important in applications when frame-by-frame analysis is 

required like tracking and pose detection during physical exercises. 

This experiment aimed to test whether the classification models which have performed well 

in static image-based evaluation could maintain their accuracy and reliability when applied to 

dynamic video data. The results, as shown in Table 2 indicates that the XgBoost classifier 

successfully generalized video frames, by maintaining high accuracy and robustness. 

Additionally, the model’s ability to detect and correctly classify poses across sequential 

frames demonstrates its potential for real-time applications. The confusion matrix for this 

evaluation is shown in Figure 7, highlights the classifier's strong performance across different 

poses. 

 

Classifier Accuracy Precision Recall F1 

DRF 91% 91% 91% 91% 

GBM 92% 92% 92% 92% 

XgBoost 94% 94% 94% 94% 

 

Table 1: Results from Experiment 2 
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6.3 Experiment 3 
 

In the last experiment, The evaluation of the model’s performance on entire video sequences 

rather than individual frames. Here the model’s ability to process and analyse temporal 

information across multiple frames are tested. As the user performs some workout the video 

sequence of frames is essential. The accuracy of the model in understanding and analyzing 

the video as a complete sequence was thoroughly evaluated. 

 

 

Classifier Accuracy Precision Recall F1 

DRF 95% 95% 95% 95% 

GBM 93% 93% 93% 93% 

XgBoost 96% 96% 96% 96% 

 

Table 3: Results from Experiment 3 

 

The below figure 6 compares the exercise predictions made by three machine learning 

models using the video labelled as “weighted squats” While mode models consistently 

predict the correct exercise, a discrepancy is noted where the GBM model incorrectly predicts 

"jumping jacks" for one of the videos, whereas the other models correctly identify it as 

"weighted squats." This comparison highlights the performance differences among the 

models in classifying the exercise types. 

 

 
 

Figure 6: Comparison of Exercise Predictions 

 

 

7 Discussion 
 

This section describes the detailed discussion of the findings which is acquired from all the 

experiments conducted during this study. For this study UCF 101 dataset is utilized to detect 

and predict the exercise pose in which individual done during the strength training workout. 

Mediapipe’s BlazePose model was utilized to extract key point features, which were then 

converted into H2O frames to analyze the relationships between key points and body angles. 

This framework consists of three machine learning models where it predicts the exercise pose 

with which it counts on each rep and detect the pose at each rep and finally it is predicted by 

deciding the most frequent pose across the frames. Meanwhile, the time taken for this 

prediction is tracked and calculated for each prediction in seconds. All the above experiments 

are conducted using Google Colab with 16 GB RAM. Based on the results of the study it 

shows that XgBoost classifier is the best fit for the physical exercise activity pose detection 

model with the accuracy of 94% test evaluation and the accuracy of 96% in the frame-by 

frame evaluation. Using the low-quality videos XgBoost classifier gives best accuracy than 

the other algorithms.  
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The first experiment was conducted to test the data using XgBoost, Random Forest, and 

Gradient Boosting models. The varying strengths and weaknesses of these models highlight 

their suitability for different deployment scenarios. The evaluation was performed using both  

(Amrutha, Prabu and Paulose, 2021) static and dynamic input, assessing the models frame by 

frame. The second experiment analyzed which model was the best fit for physical activity 

pose detection using the BlazePose framework. The third experiment evaluated the pose 

detection model based on its predictions. This experiment aimed to assess the model's ability 

to accurately analyze and predict poses in dynamic scenarios, confirming its effectiveness for 

real-time applications. Although the framework's results are generally good, the model 

occasionally gets confused with certain exercise poses during some repetitions. Improving 

this aspect could enhance the model's overall performance and accuracy.  

 

 
 

Figure .7 Confusion Matrix for human physical activity pose detection model 
 

 

8 Conclusion and Future Work 

 

The aim of this research was to predict the exercise pose by combining BlazePose model with 

the machine learning approach. A comparison of the accuracy of all the three machine 

learning models was performed in this research. Machine learning models such as Extreme 

Gradient Boosting model (XGBoost), Distributed Random Forest, Gradient Boosting 

Machine (GBM) gave an accuracy of 95%, 93%, 96% respectively. For this research dataset 

used from UCF 101 Human Action Recognition category utilized five selected exercise 

workout videos in .avi format: Pushups, Pullups, Body weight squats, Jumping Jacks, Bench 

press. Based on the research findings, it was concluded that physical activity of strength 
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weight exercise pose detection can be effectively accomplished by integrating classification 

machine learning models with BlazePose estimation framework.  

In this study, MediaPipe and OpenCV are utilized to detect the pose landmarks from images 

or videos. OpenCV handled the input images and videos and converted the frames to RGB 

format for compatibility with MediaPipe.  To implement and run the MediaPipe model on a 

system with 8GB of RAM and an Intel i5 multi-core processor, The PoseLandmarker model 

from MediaPipe analyzed the frames to extract the pose landmarks, which is assigned with 

x,y and z coordinates. The format_frame_landmarks function processed each frame or image 

to collect these coordinates, while the extract_pose_landmarks function managed the file 

input and organized the collected landmark data into Pandas DataFrame for further analysis. 

This approach seamlessly integrates computer vision and data analysis tools to enhance the 

accuracy and utility of pose detection and interpretation. The framework uses MediaPipe for 

detecting pose landmarks in images or videos, which allows it to track human body 

movements and uses geometric features for training and classification. This helps to detect 

the human activity poses of strength training workouts in complex environments. This 

research results demonstrate that the framework excels in detecting and accurately classifying 

specific types of exercise poses. 

For the future work, the framework can be deployed using cloud platforms such as AWS, 

Google Cloud, or Azure for large sensitive data processing, followed by data governance and 

ethical considerations. Creating RESTful APIs with eh tools like Flask for real-time 

predictions can enhance user satisfaction. Monitoring the activity performed by the users can 

track metrics such as latency and error rates to maintain the accuracy of the performance. 

(Wang, 2024a) A real-time dashboard can be created to display performance logs within the 

service package or the user’s account, enabling self-analysis. Incorporating user feedback and 

monitoring costs are the key steps to optimize the model’s effectiveness and efficiency over 

time. 
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