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1 Introduction 
The following configuration manual aims at outlining the processes that have to be followed 

in order to create a duplicate of the music recommendation system that was designed given 

the mood detection. The project has used image processing, machine learning and deep 

learning for recommending musicals in accordance with the mood of the user. The manual 

divided into sections such as environment, data capturing, data analysis, model deployment, 

and the evaluation part. 

 

2 Environment  

2.1 Hardware Requirements 

The project is implemented using the Google Colab platform, which provides the following 

hardware specifications: 

• Processor: Intel Xeon CPU @ 2.20 GHz 

• RAM: 13 GB 

• GPU: Tesla K80 with 12 GB GDDR5 RAM or Cloud TPU with 180 teraflops 

computational power 

2.2 Software Requirements 

To execute the code, ensure you have access to the following software: 

• Web Browser: Google Chrome (version 100+), Microsoft Edge (version 100+), 

Mozilla Firefox (version 100+) 

• Python Libraries: 

o os, cv2, shutil, warnings, numpy, pandas, PIL, tqdm, matplotlib, keras, 

tensorflow, sklearn 

Figure 1 below depicts the importing of important libraries for the study. 
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Figure 1: Necessary libraries for the implementation 

3 Data Collection 

The dataset used in this project is hosted on Kaggle and can be accessed at the following 

locations: 

• Emotion Detection Dataset: https://www.kaggle.com/datasets/ananthu017/emotion-

detection-fer 

Figure 2 below shows the contents of the test dataset. 

 

Figure 2: Directories in Test Data Folder 

• Spotify Music Dataset: https://www.kaggle.com/datasets/musicblogger/spotify-

music-data-to-identify-the-moods 

Sample contents of the dataset obtained from the Kaggle website is shown in Figure 3 

below. 

https://www.kaggle.com/datasets/ananthu017/emotion-detection-fer
https://www.kaggle.com/datasets/ananthu017/emotion-detection-fer
https://www.kaggle.com/datasets/musicblogger/spotify-music-data-to-identify-the-moods
https://www.kaggle.com/datasets/musicblogger/spotify-music-data-to-identify-the-moods
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Figure 3: Data Snippet of Spotify Music Dataset 

Upload these datasets to the Google Colab environment to ensure easy access during 

execution. 

4 Data Preparation 

4.1 Data Exploration 

The emotion detection dataset is structured into train and test directories, each containing 

images categorized by emotions (angry, happy, neutral, etc.). Use Python libraries like os and 

shutil to organise these images into appropriate directories for processing. 

 

Figure 4: Data Exploration 

Figure 4 above shows the code for the data exploration part of the study. 

4.2 Data Preprocessing 

Balancing the Dataset: Use the script to distribute images evenly across different emotions. 

The data is then split into training and test sets. 

Figure 5 below shows the Python code for reading and balancing the dataset. 
 



4 
 

 

 

Figure 5: Code snippet for Data Balancing 

Image Resizing and Normalization: Images are resized to (224, 224) and normalized using 

ImageDataGenerator from Keras. Figure 6 below shows the data loading through scaling and 

resizing. 
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Figure 6: Resizing and Normalisation using the ImageDataGenerator 

4.3 Data Visualisation 

Data is visualised before modelling to ensure correctness of the variable names as well as the 

emotions. Figure 7 depicts the code snippet to visualise the dataset contents. 

 

Figure 7: Code snippet to visualize dataset contents 

5 Model Implementation 

5.1 Pre-trained Models 

The project uses several pre-trained models available in Keras 

5.1.1 VGG16 

Fine-tuned for emotion classification. Figure 8 below shows the implementation of the 

VGG16 model for the presented study. 
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Figure 8: VGG 16 implementation 

 

Figure 9: Code snippet for creating early stopping callbacks to avoid overfitting 

 

Figure 10: Fitting the VGG16 model with 50 epochs and callbacks 

5.1.2 VGG19 

Figure 11 below shows the implementation of the VGG19 model in the study.   

 

Figure 11: VGG19 Implementation 

 

Figure 12: Fitting the VGG19 model 
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5.1.3 ResNet50 

A powerful CNN model used after freezing initial layers to improve accuracy. Figure 13 

below shows its implementation. 

 

Figure 13: ResNet50 Implementation 

 

Figure 14: Fitting ResNet50 model 

5.1.4 Custom CNN 

A simple CNN model designed specifically for this task. The construction of the CNN model 

as a sequential network is shown in Figure 15. 

 

Figure 15: CNN Implementation 

 

Figure 16: Fitting CNN Model 

Each model is trained using the training set, with early stopping and learning rate reduction 

applied to prevent overfitting. 

5.2 Training and Evaluation 

The models are trained for 50 epochs, and their performance is monitored using validation 

accuracy. The best model is selected based on the highest accuracy on the test set. 
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6 Music Recommendation System 
The music recommendation system is built on the Spotify dataset. Key steps include: 

6.1 Data Normalization 

Features like danceability, acousticness, energy, etc., are normalized. Figure 17 below shows 

the python code to normalise the relevant features from the Spotify songs dataset. 

 

Figure 17: Normalisation of features using Standard Scaling 

6.2 Mood Mapping 

Predicted emotions are mapped to corresponding moods in the Spotify dataset. Figure 18 

shows the mapping of the moods in the FER dataset to the ones in Spotify dataset.  

 

Figure 18: Mapping the moods in the songs dataset with the ones in the FER dataset 

6.3 KNN Model 

The NearestNeighbors model from sklearn is used to find similar songs based on the 

normalized features. Figure 19 below shows the implementation of the KNN model and a 

recommendation system based on it. 

 

Figure 19: Training the KNN model to identify top K recommendation 

6.4 Querying an image and getting the recommendation 

Figure 20 below shows the function to detect the faces in the images given to the system. 
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Figure 20: Face Detection 

Figure 21 below shows the code to detect the emotion for the query image.  

 

Figure 21: Emotion Prediction 

7 Model Evaluation and Results 
After training, the accuracy of each model is compared. A bar plot visualizes the performance 

metrics. The best-performing model is then used to predict emotions on new images, and 

corresponding song recommendations are generated. 

 

Figure 22: Model Results 
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Figure 23: Modelling Results 

 

Figure 24: Querying Image for Emotion Prediction 

 

Figure 25: Song recommendations for the above prediction 
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Figure 26: Emotion Prediction with Song Recommendations 

8 Conclusion 
This manual is useful in replicating all the research explained in this study. The above steps 

should be repeated to recreate the environment, process the data, train all the necessary 

models, and integrate the music recommendation system. 
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