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Configuration Manual

Komal Prakashchandra Patra

1 Introduction

x22210369

The configuration Manual explains entire steps needed to implement the Tailored resume
generation Using RAG with LLM. The objective behind this research was to implement
the concept of RAG and using open-source LLM model for accessibility. The purpose of
this setup guide is to deliver information on the programming language that is used, con-
cerning the operating systems and those components and libraries that are fundamental.

2 Software and Hardware Specifications

These section focuses on the hardware and software configuration in which the application
was developed. Running LLM model need high compuattaional resources, still the below
configuration hardware works with some of the inference platform such as ChatGroq.

2.1 Hardware Requirements

Item

OS Name

Version

Other OS Description
OS Manufacturer
System Name

System Manufacturer
System Model

System Type

System SKU

Processor

BIOS Version/Date
SMBIOS Version
Embedded Controller Version
BIOS Mode

BaseBoard Manufacturer
BaseBoard Product
BaseBoard Version
Platform Role

Secure Boot State

PCR7 Configuration
Windows Directory
System Directory

Boot Device

Locale

Hardware Abstraction Layer

Value

Microsoft Windows 11 Pro
10.0.22631 Build 22631
Not Available

Microsoft Corporation
30KORQ2

Dell Inc.

Latitude 7490

x64-based PC

081C

Intel(R) Core(TM) i5-8350U CPU @ 1.70GHz, 1896 Mhz, 4 Core(s), 8 Logical Pro
Dell Inc. 1.13.1,08/11/2019
31

255.255

UEFI

Dell Inc.

0C56HH

A0O

Mobile

off

Elevation Required to View
C\windows
C\windows\system32
\Device\HarddiskVolume1
Ireland

Version = "10.0.22621.2506"

Figure 1: System Summary

3 Applications used to run/execute the Appliccation

To implement the code, the application and IDE infrastructure is very important. Then

the application used are:



System > About

@ Device specifications

Device name

Processor Intel(R)

Installed RAM 1

Device ID F7451-F172-4FA1-B8FE.
Product ID 58.

System type 64-bit operat

Pen and touch No pen or touch input

Related links  Domain or workgroup ~ System protection  Advanced system settings

Windows specifications

Edition

Version

Installed on

0S build

Experience Windows Feature Experience Pack 1000
Microsoft Services Agreement

Microsoft Software License Terms

Figure 2: Hardware and device info

Anaconda version

Google Colab

MongoDB

e Pinecone

ChatGroq

4 Libraries Used

The below libraries are kept in requirements.txt file so that at single command, all the
packages/libraries will be installed directly.
The command is; pip install -r requirements.txt

e PyMuPDF

e PyPDF2==3.0.1

e nltk

e sentencepiece

e transformers

e pypdf==4.1.0

e typing-inspect==0.9.0

e typing_extensions==4.11.0

e langchain==0.1.16



e langchain-anthropic==0.1.11

e langchain-community==0.0.34
e langchain-core==0.1.46

e langchain-groq==0.1.3

e langchain-openai==0.1.4

e langchain-text-splitters==0.0.1
o streamlit

e sentence_transformers

® pymongo

e accelerate

e langchain_groq

e stqdm

e dotenv

5 Coading files of the Project

5.0.1 Resume Parsing

Resume helpers: This file converts the PDF unto string and extract the text. The text
are nalysed and extract the section of the resume with ts structure information. 4 LLM
models has been taken as dict to chhose the resume parsing model for a comparison. The
prompt template has been used to instruct the model what to do and how to do. After
invoking chain it convert them into JSON format.

Parser app: In this file, the other supported files are call to execute the Resume
parsing steps.

resume field extraction: This file contains the format structure of how the resume
should be extracted based on section and sub- section of resume.

5.0.2 RAG

ingestion.py: This files stores all those JSON files into MongoDB as a vector store as a
whole 1 document.

retrieval.py:
This model generates the embeddings for the user query and retrieve the top 10 re-
sume similar and relevant as per the job description.

generation.py:
This files takes the user query and the retrieved document and provide them as an
input to the model using promp template to provide instruction and generate the resumes.



Conversation.py: This files uses the Conversational Buffer memory to store the his-
tory and content of previous response, so that the user can make their current changes
bases on their previous tailored resume.

app.py: This files is using streamlit to store the session and create the Simple Ul for
a user to communicate with the application.

5.0.3 Pinecone

BM25Reranking.ipynb and CrossEncoder Reranking.ipynb: This jupyetre notebooks stores
all the resume data into pinecone database to retrieve top k documents and perform the
re-ranking Approach using BM25 and Cross encoder re-ranking to enhance the perform-
ance of retrieval to get the efficient generated resume.

6 Store the data into Vector databases

Storing the Resume PDFs into MongoDB:

json_str = json.dumps(json_data)

try:
embeddings = generate_embeddings(json_str)
document = {
"resume_id": resume_id,
"filename": filename,
"original json": json_data,
"embeddings": embeddings

}

mongo_collection.insert_one(document)

print (f"Stored embeddings for {filename}")
except Exception as e:

print(f"Error storing embeddings for {filename}:

y processed and stored embeddings for: {filename}")

Figure 3: Inserting the mebedding vectors into MongoDB

Using the Vector search pipelines, the top k documents are retrieved from where 130
documenta are firstly select among which 4 documents are retrieved:

Storing the chunks of PDF into Pinecone:

The documents are then retrieved using below code:

7 Generation

The inputs are needed to be provided in a PromptTemplate:
The LLM chain are invoked for the inputs and the prompts:



Vector_search_similar_resumes(query_text, mongo_collection):

query_embeddings = generate_user_query_embeddings(query_text)

pipeline =
{
"$vectorSearch":

"ind ector_inde
"path": "embeddings",
"queryVector": query_embeddings[@],
"numCandidates": 138,

"limit": 4,

ng

$project”:
"original_json": 1,
"score": {"$meta": "searchScore"}

results = list(mongo_collection.aggregate(pipeline))

return list(results)

Figure 4: The vector search top-k document retrieval

resume_vector_db Filter® Type a query: { field: 'value' } Reset Options »
resumes . .
» publications : Array (empty) 4
sensor » awards : Array (empty)
» additional_sections : Object
test ~ embeddings : Array (1)

v 0: Array (1024)
0: -0.01402117870748043
1: -0.014169210568070412

< | PREVIOUS 1-20 of many results NEXT

Figure 5: Vector Embeddings in MongoDB

existing indexes = [index_info[ for index_info in pc.list_indexes()]

metric s
spec=Serverles ( 1 ", regior

ex_name).status

index = pc.Index(index name)

from_documents helps to upsert (means insert) the chunks into the vector database.

om langchain_pinecone i rt PineconeVectorStore

docsearch = PineconevectorStore.from_documents(csv_chunks,index_name=index_name, embedding=-embeddings)

Figure 6: Pinecone vector database storage



v Connect to Pinecone Index for Retrieving without upserting

[ 1 index_name
inde:

Create PineconeVectorStore from the existing index to retrieve the relevant documents from the database by providing the user query.

[ 1 from langchain_pinecone i t PineceneVectorStore

docsearch = PineconeVectorStore. from_existing_index(index

_name=index_name, embedding

Figure 7: Pinecone Retrieval code

BPinecone  KomalPatra's Org ~ Projects  Settings Feedback  Docs  Support KP
0 Default ¢ resume-vector-200-20-chunk ® s | Connect
oaTaBAsE

Host: https://resume-vector-200-20-chunk-

zeqceh.sve.aped-4627-b74a.pinecone.io )

B  Indexes (5) Cloud: Al

« Region:

sast-1 « Type: erless « Dimension: 1024

O) Collections

soLuTIoNS
resume-vector-800-100-chunk @ Connect
0 Assistant (Beta)
Host: https://resume-vector-800-100-chunk-gzeqcch.sve.aped-4627-b74a.pinecone.io [
MANAGE Cloud: AWS « Region: us-east-1 « Type: erless « Dimension: 1024
& APIkeys
2 Members
resume-vector-600-50-chunk @ Connect

STARTER USAGE
® Host: https://resume-vector-6t

627-b74a.pinecone.io (]
VS - Region: us-east-

wus © 1.5M/2M Cloud: AWS
—

Figure 10: Tailored Resume Generation



8 Interactive chatbot

The User interface is desgned using streamlit:

Select model name

Llama_3_8b

Upload resume PDF:

@ Drag and drop file here Browse files

Limit 3 per file « PDF

Enter job description:

Select tone

Professional

Tailor the Resume

Figure 11: Interactive UI chatbot
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