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Configuration Manual

Komal Prakashchandra Patra
x22210369

1 Introduction

The configuration Manual explains entire steps needed to implement the Tailored resume
generation Using RAG with LLM. The objective behind this research was to implement
the concept of RAG and using open-source LLM model for accessibility. The purpose of
this setup guide is to deliver information on the programming language that is used, con-
cerning the operating systems and those components and libraries that are fundamental.

2 Software and Hardware Specifications

These section focuses on the hardware and software configuration in which the application
was developed. Running LLM model need high compuattaional resources, still the below
configuration hardware works with some of the inference platform such as ChatGroq.

2.1 Hardware Requirements

Figure 1: System Summary

3 Applications used to run/execute the Appliccation

To implement the code, the application and IDE infrastructure is very important. Then
the application used are:
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Figure 2: Hardware and device info

• Anaconda version

• Google Colab

• MongoDB

• Pinecone

• ChatGroq

4 Libraries Used

The below libraries are kept in requirements.txt file so that at single command, all the
packages/libraries will be installed directly.
The command is; pip install -r requirements.txt

• PyMuPDF

• PyPDF2==3.0.1

• nltk

• sentencepiece

• transformers

• pypdf==4.1.0

• typing-inspect==0.9.0

• typing extensions==4.11.0

• langchain==0.1.16
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• langchain-anthropic==0.1.11

• langchain-community==0.0.34

• langchain-core==0.1.46

• langchain-groq==0.1.3

• langchain-openai==0.1.4

• langchain-text-splitters==0.0.1

• streamlit

• sentence transformers

• pymongo

• accelerate

• langchain groq

• stqdm

• dotenv

5 Coading files of the Project

5.0.1 Resume Parsing

Resume helpers: This file converts the PDF unto string and extract the text. The text
are nalysed and extract the section of the resume with ts structure information. 4 LLM
models has been taken as dict to chhose the resume parsing model for a comparison. The
prompt template has been used to instruct the model what to do and how to do. After
invoking chain it convert them into JSON format.

Parser app: In this file, the other supported files are call to execute the Resume
parsing steps.

resume field extraction: This file contains the format structure of how the resume
should be extracted based on section and sub- section of resume.

5.0.2 RAG

ingestion.py: This files stores all those JSON files into MongoDB as a vector store as a
whole 1 document.

retrieval.py:
This model generates the embeddings for the user query and retrieve the top 10 re-

sume similar and relevant as per the job description.

generation.py:
This files takes the user query and the retrieved document and provide them as an

input to the model using promp template to provide instruction and generate the resumes.
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Conversation.py: This files uses the Conversational Buffer memory to store the his-
tory and content of previous response, so that the user can make their current changes
bases on their previous tailored resume.

app.py: This files is using streamlit to store the session and create the Simple UI for
a user to communicate with the application.

5.0.3 Pinecone

BM25Reranking.ipynb and CrossEncoder Reranking.ipynb: This jupyetre notebooks stores
all the resume data into pinecone database to retrieve top k documents and perform the
re-ranking Approach using BM25 and Cross encoder re-ranking to enhance the perform-
ance of retrieval to get the efficient generated resume.

6 Store the data into Vector databases

Storing the Resume PDFs into MongoDB:

Figure 3: Inserting the mebedding vectors into MongoDB

Using the Vector search pipelines, the top k documents are retrieved from where 130
documenta are firstly select among which 4 documents are retrieved:

Storing the chunks of PDF into Pinecone:
The documents are then retrieved using below code:

7 Generation

The inputs are needed to be provided in a PromptTemplate:
The LLM chain are invoked for the inputs and the prompts:
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Figure 4: The vector search top-k document retrieval

Figure 5: Vector Embeddings in MongoDB

Figure 6: Pinecone vector database storage
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Figure 7: Pinecone Retrieval code

Figure 8: Pinecone Vector DB

Figure 9: Prompt template with one-shot technique

Figure 10: Tailored Resume Generation
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8 Interactive chatbot

The User interface is desgned using streamlit:

Figure 11: Interactive UI chatbot
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