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1 Introduction 
 

The configuration manual consists of the step by step guide that have been performed in this 

research 

 

2 Environment Set Up 

2.1 System Specification 

 

 Processor: AMD Ryzen 7 5800H with Radeon Graphics, 3201 Mhz, 8 Core(s), 16 

Logical Processor(s) 

 Installed RAM: 16 GB 

 Internal SSD: 516 GB 

 External SSD: 1 GB 

2.2 Technical Specification 

2.2.1 Python 

 Version 3.10.12 

 In this research Google Colab which is an online python based interface is used. It 

offers pre-installed libraries, which helps to prevent errors related to version conflicts. 

Additionally, Google Colab provides powerful GPU support for efficient processing. 

 

3 Data Sources 

3.1 Libraries Required 

 Numpy for numerical operations 

 Pandas for data manipulation and analysis 

 re for regular expressions 

 nltk for natural language processing (e.g., stopwords, lemmatization) 

 matplotlib for data visualization 

 seaborn for statistical data visualization 

 scipy for scientific computing 

 wordcloud for generating word clouds 

 sklearn.feature_extraction.text.TfidfVectorizer for text feature extraction 

 sklearn.preprocessing.LabelBinarizer, LabelEncoder for encoding 
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 sklearn for machine learning algorithms and model evaluation (e.g., ensemble, tree, 

linear_model, model_selection, metrics) 

 imblearn for handling imbalanced datasets (e.g., SMOTE) 

 

3.2 Importing Libraries  

 

 

 
Figure 1: Importing Libraries 

3.3 Data Source and Storage 

The data is downloaded from the Kaggle  and stored in google drive as shown in Figure 2 

Data Link - https://www.kaggle.com/datasets/quentinmcteer/indiegogo-crowdfunding-data 

 

 
Figure 2: Data Stored in Drive 
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The data is stored in the google drive and then it is mounted to Google Colab for this research 

as shown in Figure 3 

 

Dataset Link: /content/drive/MyDrive/crowdfunding_success_prediction/Data/indiegogo.csv 

 
Figure 3: Mounting Drive 

 

As this process is completed using the pandas library the CSV data file has been read as 

shown in Figure 4 

 

 
Figure 4: Reading data using pandas library  

 

 

4 EDA 
 
 
 

 
 

Figure 5: Count of data category-wise and Count of Failed and successful project 

category wise 
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Figure 6: Class Imbalance   

 

 
Figure 7: Count of Projects by Country   

 

 
Figure 8: Number of campaigns Over Time 
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5 TF-IDF Vectorizer 
 

As Shown in Figure The code is used to combine the two columns Title and Tagline and applied 

TF- IDF Vectorization to carry out textual features. 
 
 
 

 
Figure 9: TF-IDF Vectorization 

   

6 Correlation and Normalization  

  
 

Figure 10: Correlation And data Distribution before Normalization 

 

   
 

Figure 11: Correlation And data Distribution before Normalization 
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7 Feature Selection Based on Correlation Matrix and 

Anova Test 

 
Figure 12: Correlation matrix and ANOVA test Results 

 

8 SMOTE For Imbalance 
 
 

 
 

Figure 13: SMOTE for handling imbalance class 

As shown in Figure 13 before model building the imbalance class is handled using SMOTE 

technique 
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9 Model Building and Evaluation 

9.1 Experiment 1: Model Training and Testing on SMOTE data 

 

 

  
 

Figure 13: Model Building and testing on SMOTE Data 

 

As shown in Figure 13 the model is trained and tested on SMOTE data. Also using 5 cross 

validation, and confusion metrics model is evaluated on both test and trained data. Similarly 

other 5 models are trained and Tested on SMOTE data 
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9.2 Experiment 2 : Testing Model on Original Data 

 
 

  
 

Figure 14: Model Testing on Original Dataset 

  

As shown in Figure 14 model is tested on Original imbalanced data.Similarly other models 

testings are carried out 
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