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Configuration Manual

Umesh Patil
Student ID: x22216481

Introduction

The configuration manual consists of the step by step guide that have been performed in this
research

2

Environment Set Up

2.1 System Specification

Processor: AMD Ryzen 7 5800H with Radeon Graphics, 3201 Mhz, 8 Core(s), 16
Logical Processor(s)

Installed RAM: 16 GB

Internal SSD: 516 GB

External SSD: 1 GB

2.2 Technical Specification

2.2.1

Python

Version 3.10.12

In this research Google Colab which is an online python based interface is used. It
offers pre-installed libraries, which helps to prevent errors related to version conflicts.
Additionally, Google Colab provides powerful GPU support for efficient processing.

3 Data Sources

3.1 Libraries Required

Numpy for numerical operations

Pandas for data manipulation and analysis

re for regular expressions

nltk for natural language processing (e.g., stopwords, lemmatization)
matplotlib for data visualization

seaborn for statistical data visualization

scipy for scientific computing

wordcloud for generating word clouds

sklearn.feature_extraction.text. TfidfVectorizer for text feature extraction
sklearn.preprocessing.LabelBinarizer, LabelEncoder for encoding



e sklearn for machine learning algorithms and model evaluation (e.g., ensemble, tree,
linear_model, model_selection, metrics)
e imblearn for handling imbalanced datasets (e.g., SMOTE)

3.2 Importing Libraries

import re

import nltk

import pickle

import numpy as np

import pandas as pd

import seaborn as sns

import plotly.express as px

from sklearn import ensemble

import matplotlib.pyplot as plt

from nltk.corpus import stopwords

from sklearn.cluster import KMeans

from nltk.stem import PorterStemmer

from imblearn.over_sampling import SMOTE

from scipy.spatial.distance import cdist

from wordcloud import WordCloud, STOPWORDS

from nltk.stem.wordnet import WordNetLemmatizer

from sklearn.tree import DecisionTreeClassifier

from sklearn.ensemble import AdaBoostClassifier

from sklearn.ensemble import StackingClassifier

from sklearn.linear_meodel import LogisticRegression

from sklearn.model selection import train_test split

from sklearn.feature_extraction.text import TfidfVectorizer
from sklearn.preprocessing import LabelBinarizer, LabelEncoder
from sklearn.metrics import accuracy_score, confusion_matrix, classification_report
from sklearn.model selection import cross_wval score

Figure 1: Importing Libraries

3.3 Data Source and Storage
The data is downloaded from the Kaggle and stored in google drive as shown in Figure 2
Data Link - https://www.kaggle.com/datasets/quentinmcteer/indiegogo-crowdfunding-data

A Drive Q,  Ssearchin Drive

My Drive crowdfunding_success... >

Figure 2: Data Stored in Drive



The data is stored in the google drive and then it is mounted to Google Colab for this research
as shown in Figure 3

Dataset Link: /content/drive/MyDrive/crowdfunding_success_prediction/Data/indiegogo.csv

" from google.colab import drive
drive.mount('/content/drive’)

S~ Mounted at /content/drive

Figure 3: Mounting Drive

As this process is completed using the pandas library the CSV data file has been read as
shown in Figure 4

[ 1 data = pd.read_csv(’/content/drive/MyDrive/crowdfunding success_prediction/Data/indiegogo.csv’)

[ 1 data.shape

(20631, 74)

4]

Figure 4: Reading data using pandas library

4 EDA
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Figure 5: Count of data category-wise and Count of Failed and successful project
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Figure 6: Class Imbalance
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Figure 7: Count of Projects by Country
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Figure 8: Number of campaigns Over Time



5 TF-IDF Vectorizer

As Shown in Figure The code is used to combine the two columns Title and Tagline and applied
TF- IDF Vectorization to carry out textual features.

[ 1 from sklearn.feature_extraction.text import TfidfVectorizer
from sklearn.decomposition import TruncatedSvD
# Combine title and tagline for TF-IDF
new_datal "combined_text'] = new_data['title’'] + " " + new_data['tagline']

# Apply TF-IDF

tfidf = TfidfWVectorizer{max_ features=1888, min_df=2)

tfidf matrix = tfidf.fit_transform{new_data['combined text'])

# Reduce dimensionality using Truncated SVD

syd = TruncatedSVD{n_components=18@} # Reducing to 108 components

tfidf_reduced = svd.fit_transform{tfidf matrix)

# Convert to DataFrame
tfidf _df = pd.DataFrame(tfidf_reduced)

Figure 9: TF-IDF Vectorization

6 Correlation and Normalization
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Figure 10: Correlation And data Distribution before Normalization

Correlation Matrix
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7 Feature Selection Based on Correlation Matrix and
Anova Test

Correlation Matrix
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Figure 12: Correlation matrix and ANOVA test Results

8 SMOTE For Imbalance

v SMOTE for Imabalancing

U Ensuring that all columns are numeric before applying SMOTE
X = merged_data.drop( state’, axis=1).apply(pd.te_numeric, errors=’coerce’)
y = merged_data["state’]

U Convert all coluan nanes to strings
X.ealumns = X.coluans. astype(str)

U Apply SMOTE to the entire dataset
smote = SMOTE(randon_state=42)
X_snote, y_snote = smote.fit_resample(X, y)

U Plot the count of each class before and after SMOTE
fig, ax = plt.subplots(1, 2, figsize=(14, 6))

B Count plot before SMOTE

sas_countplot (x=y, ax=ax[8])

ax[@].set_title(’c f Success and Failure Before SMOTE')
ax[@].set_xlabel('State’)

ax[@].set_ylabel("Count’)

4 Count plst after SMOTE

sns. countplot(x=y_snote, ax-ax[1]}

ax[1].set_title  Success and Failure After SMOTE')
ax[1]. set_xlabel('State’)

ax[1].set_ylabel{ Count")

pLL.Tight_layout(}
plt.show()
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Figure 13: SMOTE for handling imbalance class
As shown in Figure 13 before model building the imbalance class is handled using SMOTE

technique




9 Model Building and Evaluation
9.1 Experiment 1. Model Training and Testing on SMOTE data

from sklearn.metrics import accuracy_score, precision_score, recall_score, fl_score,
# Split the SMOTE dataset into training and testing sets
¥_train, ¥ _test, y_train, y_test train_test_split(X_ smote, y_smote, test_size=8.2,

confusion_matrix, roc_curve, auc

random_state=42}

# Initialize and train the model
mode 1 LogisticRegression(max_iter=1888)
model.fit(X_train, y_train)

Log:

®

# Predict and ewvaluate the model on the training set

y_train_pred
train_accuracy

train_precision
train_recall
train_f1

model.predict{X_train)
accuracy_score(y_train, y_train_pred)
precision_score{y_train, y_train_pred}
recall_score(y_train, y_train_pred)
F1_scorel]y_train, y_tr‘ain_pr‘ed)l

print({f"Logistic Regression (Training) - Accuracy: {train_accuracy}")
print{f"Logistic Regression (Training) - Precision: {train_preci=sion}")
print(f"Logistic Regression (Training) - Recall: {train_recall}"}

print(f"Logistic

Regression {(Training) - F1l Score: {train_f13}")

# Predict and evaluate the model on the test set

y_test_pred
test_accuracy

model.predict(X_test)
accuracy_score(y_test, y_test_pred)

test_precision = precision_score(y_test, y_test_pred)

test_recall = recall_ score(y_test, y_test_pred)

test f1 = f1_score{y_test, v_test pred)

print(f"Logistic Regression {Test) - Accuracy: {test_accuracy}™)
print{f"Logistic Regression (Test) - Precision: {test_precision}")}
print(f"Logistic Regression (Test) - Recall: {test_recall}")
print(f"Logistic Regression (Test) - Fl Score: {test f1}")

# Compute ROC curve and ROC area for
y_test_prob
fpr_test, tpr_test, _
roc_auc_test

print(f"Logistic Regression (Test) -

the test set
model.predict_proba{X_test}[:, 1]
roc_curve{y_test, y test_prob)
auc{fpr_test, tpr_test)

AUC: {roc_auc_test}")

# Plot ROC curwve for the test set

plt

plt

plt
plt

Logistis

Loe.

Logisti
Logisti
Logistis
Logisti

Loe:

Logi:

istic Regressien
stic Regression

Figure(fig=size=(7,
pit.
plt.
plt.
ylim([@.@, 1.85])
plt.
-ylabel( "True Positive
.title('Receiver Operating Characteristic (ROC) Curve - Test Data'}
plt.
plt.

stic Regress

5))
plot({fpr_test,
plot([e, 11,
x1lim([©.8, 1

tpr_test, color="darkorange’,
[e,

lw=2, label=f"Logistic (area
linestyle="--"}

{roc_auc_test:.2f})")

color="navy"',

17, Iw=2,

xlabel("False Positive Rate')
Rate")

legend({loc="lower right")
show( )

- Accuracy: 8.9953692749784242

- Precision: B.9993355073917358

- Recall: 1.2

- F1 Score: 2,9953966600584657
racy: B.9925645531972421
©.985276437412962

[ 1 from sklearn.rodel_selection inport cross_val score

- Recall: 1.2
- F1 Score: 9,9925806916457575
- AUC: 8.9971216188415678

(Test)
(Test)

Receiver Operating Characteristic (ROC) Curve - Test Data

10 # Perforn 5-fold cross-validation
o cy_scores = cross_val score(model, X smote, y smote, cv=5, scoring='accuracy')
s print(f"Cross-Validation Accuracy Scores: {cv_scores}")
§ print(f"Mean Cross-Validetion Accuracy: {cv_scores.mean()}")
Lot (area = 100 E’ (ross-Validation Accuracy Scores: [0.99878319 0,9%891843 0.99634936 0,99067063 0, 95853001]
0.0

Mean Cross-Validation Accuracy: 8.9930503506059765

False Positive Rate

Figure 13: Model Building and testing on SMOTE Data

As shown in Figure 13 the model is trained and tested on SMOTE data. Also using 5 cross
validation, and confusion metrics model is evaluated on both test and trained data. Similarly
other 5 models are trained and Tested on SMOTE data



9.2 Experiment 2 : Testing Model on Original Data

‘) # Extract features and target from merged_data
X_original = merged_data.drop(’'state’, axis=1}.apply({pd.tec_numeric, errors='coerce’)}
v_original = merged_data['state']
# Convert feature names of X_original to strings (if not already done}
¥_original.columns = X_original.columns.astype(str)
# Make predictions on the original data
y_original pred = model.predict(X original)
# Evaluate the model on the original data
original_accuracy = accuracy_score(y_originzl, v_original_pred)
original_precision = precision_score(y_original, y_original_pred)}
original_recall = recall_score{y_criginal, y_original_pred)
original_+1 = f1_score(y_original, y_original_pred}

print(f"Logistic Regression (Original Data) - Accuracy: {original_accuracy}")
print({f"Logistic Regression {Original Data) Precision: {original_precision}™]}
print(f"Logistic Regression (Original Data) Recall: {original_recalll}")

print({f"Logistic

Regression

{Original Data)

F1l Score:

{original_+1}")

# Confusion matrix for the original data
conf_matrix_original = confusion_matrix(y_original, y_original_pred)
# Plot confusion matrix for the original data
plt.figure(figsize=(7, 5))
=ns.heatmap{conf_matrix_original, annot=True, fmt="d’,
plt.title('Confusicn Matrix - Original Data")
plt.xlabel("Predicted")

plt.ylabel( "Actual"}

plt.show(}

# Compute ROC curve and ROC area for the original data
y_original prob = model.predict_proba(X original)[:, 1]
fpr, tpr, _ = roc_curve{y original, y_original_prob)
roc_auc = auc{fpr, tpr)

print(f"Logistic Regression {Original Data) -
# Plot ROC curve
plt.figure(figsize=(7, 5)}
plt.plot{fpr, tpr, marker="o',
plt.plot([®, 11, [®, 11,
plt.xlim{[8.8, 1.8])
plt.ylim([@.@, 1.85])
plt.xlabel('False Positive Rate")

plt.ylabel( ' True Positive Rate')

plt.title('Receiver Operating Characteristic (ROC) Curwve - Original Data')
plt.legend(loc="lower right")

plt.show()

# Perform 5-fold cross-validaticon

cw_scores = cross_val_score(model, X_original, y_original, cv=5,
print{f"Cross-Validation Accuracy Scores: {cv_scores}"]}
print(f"Mean Cross-Validation Accuracy: {cv_scores.mean{)}™}

cmap="Blues')

AUC: {roc_auc}™)

color="darkorange", lw=2, label=f'Logistic (area =
color="navy', lw=2, linestyle="--", label="No Skill"}

{roc_auc:.2f})")

scoring="accuracy" )}
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Figure 14: Model Testing on Original Dataset

As shown in Figure 14 model is tested on Original imbalanced data.Similarly other models
testings are carried out
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