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1 Introduction

1.1 Project Brief

In today’s highly competitive retail and e-commerce landscape, understanding customer
behavior is important for formulating effective marketing strategies. This research focuses
on Customer Segmentation and Customer Lifetime Value (CLTV) prediction, essential
techniques for classifying customers into segments and forecasting their future value to
the business. By applying data analytics, retailers can customize their marketing efforts
to maximize customer retention and profitability. The aim is to improve the predictive
power of RFM analysis by implementing clustering techniques and supervised machine
learning models.

1.2 Objective of Configuration Manual

A configuration manual is a detailed document outlining the necessary system, software,
and library requirements for successfully running the project. Objective of this manual is
to ensure that users can replicate the environment and execute the code without issues,
providing detailed instructions on setup and installation. This manual aims for smooth
implementation and operation of the project for other researchers and practitioners.

2 System Configuration

This section discusses the Hardware and Software specifications of the used machine in
detail for smooth execution of the project.

2.1 Hardware Specification

Specification Details
Operating System Windows 11, 64-bit operating system (x64-based processor)

RAM 16.0 GB (15.7 GB usable)
Processor 12th Gen Intel(R) Core(TM) i5-1240P, 1.70 GHz

Table 1: System Specifications
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Specification Details
Programming Language Python (Python Version - 3.11.5)

IDE Jupyter Notebook
Platform Anaconda Navigator (Anaconda Version - 23.7.4)

Web Browser Google Chrome

Table 2: Software Specifications

2.2 Software Specification

2.3 Installation and Setup Guide

Step by step guide to install and setup the required softwares and libraries.

• Download the Anaconda Navigator from the official website 1. Follow the installa-
tion instructions specific to operating system being used.

Figure 1: Anaconda Navigator

• Launch the Jupyter Notebook in the Anaconda Navigator as shown in Figure 1.

Figure 2: Jupyter Homepage

• New Tab with the Jupyter Notebook Home Page will open in Chrome Browser as
shown in Figure 2.

• To begin coding, create a new .ipnyb file.

1Anaconda Navigator :https://docs.anaconda.com/anaconda/install/windows/
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3 Data Selection

Two datasets used are Online Retail 2 and Retail Insights: A Comprehensive Sales Data-
set 3 ,obtained from open source ethical platform UCI machine learning repository and
Kaggle respectievely. Both datasets are available in CSV format.

4 Implementation

4.1 Importing all libraries and dataset

To beigin with the implementation of code, all the required libraries have been installed
and imported in jupyter notebook for Customer Segmentation and Customer Lifetime
Value Prediction as shown in Figure 3.

Figure 3: Importing all libraries

Used libraries collectievely support data preprocessing, data manipulation, visualiza-
tion, model development, model training and model evaluation.

4.2 Data Preprocessing

• In this section, the data processing steps such as - cheking null values, duplicates,
removing unnecessary features and many other steps should be performed as shown
in Figure 4 on both datasets.

2Online Retail: https://archive.ics.uci.edu/dataset/352/online+retail
3RetailInsights:https://www.kaggle.com/datasets/rajneesh231/retail-insights-a-comprehensive-sales-dataset
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Figure 4: Data Processing

• The code as shown in Figure 5 is used for feature engineering to create new columns
that shows additional information from the existing InvoiceDate and transaction de-
tails (Quantity and UnitPrice).

Figure 5: Feature Engineering

• These new features (TotalPrice, Year, Month, Day, Hour, DayOfWeek, YearMonth)
can be useful for further analysis or for training machine learning models, as they
provide detail information about the transactions.

4.3 RFM Ananlysis

• Calculate the Recency, Frequency, and Monetary (RFM) values for each customer
by processing their transaction history.
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Figure 6: Calculating RFM Values

Assign scores to customers based on their Recency, Frequency, and Monetary values,
and combines them into a single RFM score.

Figure 7: Assigning RFM Score

• Categorize the customers in distinct segments like ‘Champions’, ‘Loyal Customers’,
‘Potential Loyalists’, ‘Needs Attention’, ‘At Risk’.

Figure 8: Segmenting RFM Customers
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4.4 Hierarchical Clustering

• Using Ward’s method in Hierarchical clustering to minimize the variance within
clusters.

Figure 9: Hierarchical Clustering

• Calculate cluster labels based on a specified distance threshold. Visualizes the
clusters with a dendrogram, and adds the cluster labels to the RFM DataFrame for
further analysis.

• Apply PCA technique to reduce the dimensionality to 2 components(2D).

Figure 10: Customer Segments (PCA)

• Visualize the customer segments in a scatter plot, highlighting the clusters identi-
fied through hierarchical clustering.
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4.5 Gaussian Mixture Model

• Apply Gaussian Mixture Modeling (GMM) to cluster customers based on their
RFM values, and then visualizes the clusters in a 2D scatter plot using PCA for
dimensionality reduction.

Figure 11: Gaussian Clustering

• Evaluate the performance of the Gaussian Mixture Model (GMM) clustering using
metrics like the Silhouette Score, Calinski-Harabasz Index, Davies-Bouldin Index,
and model fit criteria (BIC and AIC).

Figure 12: Evaluation of GMM
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4.6 Regression Models

4.6.1 Linear Regression

• Split the dataset into training and testing sets and standardizes the features, pre-
paring the data for machine learning model training and evaluation.

Figure 13: Splitting the data

• Train a linear regression model on the standardized training data and then uses the
trained model to make predictions on the test set.

Figure 14: Linear Regression

• Evaluate the linear regression model’s performance using metrics like MSE, R²,
MAE, RMSE, and MAPE, to gain insights into the model’s accuracy and fit.
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Figure 15: Linear Regression with Log Transformation

• Apply a log transformation to stabilize variance and normalize the data, then train
a linear regression model on the transformed and standardized features, and finally
makes predictions on the log-transformed test set.

4.6.2 Random Forest Regression

• Initialize and train a Random Forest Regressor on standardized training data and
then uses the trained model to make predictions on the test set.

Figure 16: Random Forest Regression

• Evaluate the performance of the Random Forest model using metrics such as MSE,
R², MAE, RMSE, and MAPE, to gain insights into the model’s accuracy and fit.
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Figure 17: Random Forest with Log Transformation

• Train a Random Forest Regressor on log-transformed data, makes predictions on
the log-transformed test set, and evaluate the model’s performance using metrics
like MSE, R², MAE, RMSE, and MAPE.

4.6.3 Support Vector Regression

• Train a Support Vector Regressor (SVR) with an RBF kernel on standardized
training data and then makes predictions on the standardized test set.

Figure 18: Support Vector Regression

• Evaluate the performance of the Support Vector Regressor (SVR) using metrics like
MSE, R², MAE, RMSE, and MAPE, to gain insights into the model’s accuracy and
fit.
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Figure 19: SVR using Log Transformation

• Train a Support Vector Regressor (SVR) with an RBF kernel on log-transformed
data, to make predictions on the log-transformed test set, and evaluate the model’s
performance using various metrics.

4.6.4 By LazyPredict Library

• Use LazyRegressor to automatically fit and evaluate multiple regression models on
standardized training and test data.

Figure 20: Evaluating models using LazyPredict Library

• Apply log transformation and standardization to the features and target variable,
then use LazyRegressor to fit multiple regression models on the transformed data.

Figure 21: Evaluating models using LazyPredict with Log Transformation
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