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1 Introduction 
 

This configuration manual gives detailed information of the set-up necessary for the 

environment, software, and hardware used to reproduce the results of the research project. 

The title of the research is 'Impact of Weather Conditions on Renewable Energy 

Consumption.' This configuration manual gives detailed descriptions of the software 

installations, system information, and specific configurations used throughout the research 

project.  

 

 

2 Software and hardware requirements 
 

The information of the software used for the implementation of the project are as follows: 

 

Data Collection 

 

Platform from where the dataset is collected – Kaggle website 

 

Link of dataset –  

 

https://www.kaggle.com/code/abhinavdogra002/renewable-energy-and-weather-

conditions/input 

 

 

Environment set-up for implementation 

 

 Data pre-processing, modelling, evaluation, data visualizations: Jupyter Notebook 

 Programming language used: Python 

 Python version used: Python 3.11.9 

 

 

Other tools used 

 

 Microsoft Excel 

 Lucid chart website 

 I Love Pdf website  

 Zotero 
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Hardware requirements of the project are as follows: 

 

  Operating System: Microsoft Windows 11 Home Single Language 

  Version: 10.0.22621 Build 22621 

 System Manufacturer: LENOVO 

 System Model: 81W8 

 Processor: Intel(R) Core(TM) i5-1035G1 CPU @ 1.00GHz 1190 Mhz 4 Core(s) 8 

Logical Processor(s) 

 RAM: 8.00 GB 

 System Type: x64-based PC 

 BIOS Version/Date: LENOVO DKCN54WW 27-01-2022 

 Disk: 512 GB SSD 

 

 

 

3 Implementation 
 

Creation of Virtual Environment 

 

1. Install Jupyter Notebook  

 

2. Open the application 

 

3. Create a new Jupyter notebook 

 

4. Install the required libraries 

 

import pandas as pd 

import numpy as np 

import seaborn as sns 

from sklearn.model_selection import train_test_split, cross_val_score 

from sklearn.preprocessing import PolynomialFeatures, StandardScaler 

from sklearn.linear_model import LinearRegression 

from sklearn.ensemble import RandomForestRegressor, GradientBoostingRegressor 

from sklearn.metrics import mean_squared_error, r2_score 

import matplotlib.pyplot as plt 

from sklearn.pipeline import Pipeline 

 

from statsmodels.tsa.stattools import adfuller 

from statsmodels.tsa.seasonal import seasonal_decompose 

from statsmodels.tsa.arima.model import ARIMA 

from statsmodels.tsa.statespace.sarimax import SARIMAX 

from sklearn.metrics import mean_squared_error, mean_absolute_error 

 

from sklearn.model_selection import TimeSeriesSplit 

from arch import arch_model 

 

from statsmodels.tsa.vector_ar.var_model import VAR 
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5. Install the required package 

 

pip install arch 

 

 
                                   

                                    Figure 1: Installation of ‘arch’ Package 

 

 

 

Main implementation and visualizations 

 

I. Data Cleaning process 

 

- Initially recognize and handle the missing values and outliers if present  

- Thereafter ensure that they are handled and correctly  

 

 

 
 

                                                         Figure 2: Data Cleaning 
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II. Standardize the features 

 

- Standardization of the selected features is performed to ensure that all the selected 

features equally contribute to the analysis. 

- It also ensures that the performance of the respective ML model is consistent. 

 

 

 
 

Figure 3: Standardization of selected features 

 

 

III.  Data Splitting 

 

- Split the collected data into training data and testing data. 

- Split the dataset into 80% training and 20% testing data respectively. 

- Give a random value of 42 for reproducibility. 

 

 

 
 

Figure 4: Data Splitting 

 

 

 

 

IV.  Modelling 

 

1. Modelling of Polynomial Regression, Random Forest Algorithm, and Gradient 

Boosting ML Algorithms 

 

 Create the polynomial regression model 

 Then train the model 

 Perform the predictions  

 Calculate evaluation metrics 

 Perform cross-validation to avoid model overfitting 

 Fit the Random Forest and Gradient Boosting algorithms  

 Calculate the evaluation metrics for both the algorithms 

 Plot the comparison of the model predictions 
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   Figure 5: Polynomian regression, Random Forest and Gradient Boosting modelling 

 

 

2. Modelling of ARIMA model 

 

 Put ARIMA Model to yearly, monthly, and hourly data  

 Plot yearly, monthly, and hourly consumption patterns 

 Also check the Stationarity of the respective data 

 Perform Decomposition on the respective data 

 Perform the forecasting  

 Plot the forecast 

 Calculate evaluation metrics 
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     Figure 6: ARIMA model for Hourly data (Similarly for Monthly and Yearly data) 

 

 

3. Modelling of SARIMA + GARCH model 

 

 Initially install the ‘arch’ package 

 Check for stationarity of the data 

 Perform differencing if necessary 

 Fit the SARIMA model to the data 

 Fit GARCH model to residuals of SARIMA model 

 Final SARIMA model fitting to entire data 

 Plot the forecast 

 Calculate evaluation metrics 
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                                Figure 7: Modelling of SARIMA + GARCH model 



8 
 

 

4. Modelling of VAR Model: 

 

 Load the data 

 Select relevant columns for VAR model 

 Check for stationarity 

 Fit VAR model to the data and on the training data 

 Plot the forecast  

 Calculate the evaluation metrics 

 

 

 
                                        Figure 8: Modelling of VAR model 
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