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Abstract 

 

The proposed study examines the impact of the weather conditions like temperature, 

pressure, humidity, rain, wind and solar energy on renewable energy consumption, 

focusing on studying the energy consumption patterns and impact of combination of 

complementary energy sources like solar and wind energy on energy consumption. Use 

of machine learning models along with performing the cross-validation on ML models 

such as Polynomial Regression, Random Forest, and Gradient Boosting, also time series 

analysis is being performed by using the combination of time series models like 

ARIMA, SARIMA + GARCH, and the multivariate VAR model, the research analyses 

energy consumption patterns over time. The key findings showed that amongst the 

applied three ML algorithms Random Forest outperformed with an 89% accuracy in 

predicting energy consumption based on weather variables like temperature, pressure, 

humidity, etc. The VAR model highlights the complementary relationship between solar 

and wind energy, which suggested a more stable energy supply when these two 

complementary energy sources are combined. This research provides significant insights 

into optimizing renewable energy consumption, which will help policymakers to create 

and develop sustainable energy strategies to reduce climate change impacts. 

 

1 Introduction 
 
In recent years, the topic of energy around the world has been shifted to focus on the 

importance of renewable energy to obtain sustainable development, thereby finding a 

solution for the same. This shift has been brought about due to the rapid depletion of non-

renewable energy sources and the urgent need to deal with environmental issues, especially 

climate change. The depletion of fossil fuels and other non-renewable resources leads to a 

significant increase in greenhouse gas emissions, contributing to air pollution and climate 

change respectively. Investigating and making use of renewable energy sources, such as 

solar, wind, hydroelectric, and geothermal power, has therefore become an appropriate 

option. These energy sources not only help reduce the negative environmental impacts of 

fossil fuels but also provide a path for a more secure and sustainable energy future.  

Switching to renewable resources is essential as traditional energy sources are becoming less 

feasible. Since renewable energy sources can naturally replenish themselves over time, they 

can supply energy continuously without depleting the planet's natural resources. Making this 

switch to renewable energy has many advantages. The main benefit is that it significantly 

decreases greenhouse gas emissions, which are the main contributor to climate change. Also, 

by decreasing pollutants that cause smog and respiratory diseases, the renewable energy 
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sources enhance air quality. From an economic point of view, sustaining renewable energy 

can lower the financial risks related to unpredictable fossil fuel markets and open job 

opportunities in new industries. Another important benefit is increased energy security, as 

different nations can use readily available renewable resources and reduce their dependency 

on imported fuels. 

The goal of this research paper is to present a thorough study of the consumption of 

renewable energy over time. The study will find patterns in consumption of renewable energy 

sources by examining the collected data. The proposed research implements a comprehensive 

study of various machine learning algorithms like Polynomial regression, Random Forest, 

and Gradient Boosting Models; time series models like ARIMA and SARIMA + GARCH 

models, and multivariate model like VAR model to find the best fit model amongst the three 

ML algorithms, forecast the energy consumption patterns, and study the impact of combining 

the complementary renewable energy sources like solar and wind energy on the energy 

consumption respectively. 

 

Hence, the main research question guiding this study is: 

 

Research Question: How do consumption patterns of renewable energy sources vary over 

time, considering their dependencies on external factors of weather conditions like 

temperature, pressure, humidity, rain, wind speed to support sustainable energy management 

strategies and enhance energy forecast accuracy? 

 

And the sub-research question examined in this study is as follows: 

 

Sub-RQ1: What trends and seasonal variations can be identified in the usage of energy, and 

how can time series analysis be used to predict future consumption patterns effectively? 

 

Sub-RQ2: What role does complementary renewable energy sources play in reducing 

intermittency issues, and how well can a multivariate time series model improve forecasting 

accuracy? 

 

Objectives and Contributions 

 

The objective of this study is to identify the variables that affect the consumption patterns of 

renewable energy and evaluate to understand which external factors impact these 

consumption patterns.  

 

Table 1 explains those objectives, methods used to fulfill them, and the evaluation metrics 

used to measure them.  
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Table 1: Project Objectives and Contributions 
 

Sr. No Objectives Methods Used Evaluation Metrics 

1 Apply regression models for 

consumption prediction, along 

with applying Random Forest 

and Gradient Boosting for 

comparison. 

Linear/polynomial 

regression, feature 

selection 

R² value, sum-squared 

residuals, prediction 

accuracy 

2.1 Analyze year-by-year 

renewable energy consumption 

trends 

Time series analysis Yearly consumption 

trends, descriptive 

statistics 

2.2 Analyze seasonal (monthly) 

consumption patterns 

Time series analysis, 

Seasonal 

decomposition 

Monthly consumption 

trends, seasonal 

patterns 

2.3 Identify hourly consumption 

patterns and forecast 

Hourly data analysis, 

SARIMA + GARCH 

models 

Hourly consumption 

trends, peak usage 

times 

3 Develop ARIMA model for 

time-based prediction 

ARIMA modelling, 

parameter selection 

(p, 

q values) 

Forecast accuracy, 

residuals 

4 Develop VAR model for 

integrating multiple factors 

and time 

Vector Auto 

Regressive (VAR) 

modelling, feature 

selection 

Prediction accuracy, 

residuals, feedback 

error minimization 

5 Validate model predictions 

against test data 

Model validation, 70- 

30 data split 

Test data prediction 

accuracy, comparison 

with actuals 

6 Evaluate overall model 

effectiveness 

Comparison of 

models, residual 

analysis 

Model performance 

metrics, residuals, 

forecast accuracy 

 

Project Contributions: 

 

This research significantly contributes to the field of renewable energy consumption analysis 

in several ways. Firstly, it provides a complete understanding of the time patterns in the 

consumption of renewable energy using complex time series analysis methods such as VAR 

and ARIMA models. The study offers detailed understanding of the dynamics of 

consumption of energy by identifying and analyzing the hourly, seasonal, and yearly 

consumption patterns of renewable energy. Secondly, the study focuses on the important 
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variables that affect the consumption     of     renewable     energy, including    laws     and      

regulations, economic conditions, technological developments, and social views on 

sustainability. The research explains the relationships between these inter-related variables 

and how they affect the patterns of energy consumption by using some complex statistical 

methods such as feature extraction and correlation matrices respectively. Also, the process of 

developing and evaluating predictive models improves the ability to accurately predict future 

energy requirements, which thereby helps the industry leaders and policymakers in planning 

their strategy. A comparative study of various modelling techniques not only contributes to 

our understanding of how to include a variety of variables that influence the predictive 

modelling, but also helps to select the best modelling technique to study the energy 

consumption patterns. Therefore, ultimately this research encourages the global transition to 

renewable energy sources by providing useful insights and complex statistical models that 

encourage sustainable energy practices respectively. 

 

2 Related Work 
 

The literature review of the proposed study will give a better understanding of various studies 

related to the topic of renewable energy consumption. This section will be divided into 4 sub- 

sections, namely- Introduction, Analysis of Usage of Traditional Machine Learning 

Regression Methods for Prediction of Renewable Energy Consumption, Study of Time Series 

Model for Time-Based Prediction of Renewable Energy, and Comparison of Different 

Machine Learning Models for Checking Integrated Model Performance.  

2.1 Renewable Energy Background 

 

Prediction of the use of renewable energy sources has become a major area of research due to 

its growing importance in reducing global warming and guaranteeing energy security. As 

renewable energy sources—like solar and wind—are unpredictable and dependent on the 

weather, accurate forecasting is crucial to effective energy management and grid integration. 

A study by (Sharvini et al., 2018) has investigated the use of machine learning algorithms to 

forecast energy use. The author has stressed upon how important it is to consider a variety of 

weather factors to increase the accuracy of energy consumption forecasts. The study 

demonstrates how machine learning models can help with improved energy planning and 

management by identifying complex patterns in data related to renewable energy sources. 

 

In the same way, Khalid et al., 2021) investigated the application of advanced regression 

approaches to forecast energy usage in relation to external variables like wind speed, 

humidity, and temperature using the Technology Acceptance Model (TAM). According to 

their findings, adding these variables significantly improves the models' ability to predict the 

future and provides a more thorough understanding of how weather patterns affect energy 

consumption patterns. 

 

Furthermore, there is research conducted by (Kurbatova and Perederii, 2020) which focuses 

on the use of time series analysis in predicting the use of renewable energy. The study shows 
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how well seasonal fluctuations and trends in consumption of energy can be captured by 

models such as SARIMA. The researchers were able to increase the accuracy of their 

forecasts by including time-based parameters, which gave grid operators and energy 

regulators new important data. The proposed study has used the Generalized AutoRegressive 

Conditional Heteroskedasticity (GARCH) Model along with the SARIMA model to handle 

the issue of heteroskedasticity and potential autocorrelation. Also, research conducted by 

(Qazi et al., 2019) focuses on examining how well the different machine learning models 

forecast energy use. In comparison to traditional regression models, the authors have focused 

on the benefits of using ensemble techniques like Random Forest and Gradient Boosting to 

achieve improved accuracy. The study proposes the use of these modern techniques in energy 

forecasting, to effectively handle the issues raised by renewable energy sources. The 

proposed study involves use of both the Random Forest and Gradient Boosting ML 

algorithms along with the Polynomial Regression for comparison of the R-squared value to 

find the best fit amongst the 3 models for prediction of energy consumption. 

 

Therefore, introduction of the literature section of the report gives a thorough explanation of 

the significance of forecasting the renewable energy consumption accurately, focusing on the 

use of time series analysis and machine learning to produce reliable results. Collectively, the 

mentioned studies demonstrate the progress made in weather variable integration and 

predictive modelling to improve the precision and resilience of energy consumption 

predictions. 

2.2 Analysis of using Traditional ML Regression Methods for Prediction of 

Renewable Energy Consumption 
 
 
As machine learning regression techniques use the previous data to identify the trends caused 

by a variety of external factors, they are essential for forecasting the consumption of 

renewable energy. According to the studies, these techniques can greatly improve energy 

forecast accuracy, which is crucial for maximizing energy production and consumption 

(Sharifzadeh et al., 2019). According to the literature, various machine learning techniques, 

like decision trees, neural networks, and polynomial regression, have shown a different level 

of efficiency in the domain of renewable energy consumption. A significant study has been 

conducted in which he examined the different machine learning models for forecasting solar 

energy generation. The researchers observed that polynomial regression models and 

support vector machines (SVM) showed excellent accuracy in capturing the nonlinear 

relationships present in solar energy data (Ahmad and Chen, 2018). However, the 

performance of these models can be heavily dependent on the quality and quantity of the 

training data, and the specific environmental variables considered, such as temperature and 

solar irradiance. 

In another study, (Pasari et al., 2020) focused on the use of artificial neural networks 

(ANNs), which is a deep learning technique for wind energy production prediction. 

According to the research, ANNs are capable of accurately predicting the unpredictable 

nature of wind direction and speed, producing energy forecasts that are more accurate. But 



6 
 

 

they need a significant amount of processing power and knowledge to modify their 

hyperparameters. There is research conducted by (Mohandes et al., 1998) wherein there is a 

comparative study of polynomial and linear regression. It was found that polynomial 

regression can capture more complex relationships, especially when the model degree is too 

high. Because of overfitting of the model, there is possibility of inaccurate predictions on 

untested data, which thereby highlights the need for robust model selection and validation. 

On the other hand, in the proposed study the polynomial regression is used along with the 

other machine learning algorithms (Random Forest and Gradient Boosting); and finally, the 

applied model is Cross – Validated to avoid model overfitting and improve the predictive 

performance of the model to study the renewable energy consumption patterns. 

(Mohammed and Kora, 2023) has investigated the prediction of solar power using ensemble 

learning methods like Gradient Boosting and Random Forests. The research showed that, in 

comparison to single models, ensemble techniques could more accurately predict solar 

energy data due to their capacity to manage its unpredictable nature. The study showed that 

combining several weak learners to create a robust predictive model is beneficial for ensemble 

approaches, especially when handling noisy and high-dimensional data. 

Therefore, altogether the above studies demonstrate the advantages and disadvantages of 

traditional machine learning regression techniques for forecasting the consumption of 

renewable energy sources. Although models with high accuracy, such as neural networks 

and polynomial regression, also need a great deal of validation and tuning know-how to 

prevent problems like overfitting. Including a variety of weather-related factors can improve 

model performance, indicating that an integrated approach for predicting energy use is 

advantageous, which is implemented in the proposed study by applying the VAR model 

which is a multivariate time series model used for studying the role of complementary 

renewable energy sources and thereby improve the model performance. 

2.3 Study of Time Series Model for Time-Based Prediction of Renewable 

Energy  

 

As time series models can consider the seasonality and changes present in energy data, they 

are an important technique for forecasting renewable energy use. For this reason, many 

studies have been done to understand the advantages and disadvantages of different time 

series models. Following is some literature related to the usage of time series model for 

time-based prediction of renewable energy. A study conducted by (Zhang et al., 2014) 

investigated the use of SARIMA model for wind energy prediction and discovered that these 

models could more accurately represent the seasonal patterns in wind energy data than 

simple ARIMA model. The researchers also identified two major limitations of the 

SARIMA model alone: its complexity in terms of parameter tuning and its inability to 

capture unexpected variations in wind speed. In the proposed study the SARIMA model is 

used with GARCH Model to handle the heteroskedasticity and capture the complexities of 

the hourly data which simple ARIMA model could not capture. In another paper, 

(Forecasting, n.d.) explained the application of Exponential Smoothing State Space (ETS) 

models for forecasting renewable energy. The researchers have focused on how flexible the 
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ETS models are for changing the seasonality and trends, thereby making them appropriate 

for a wide range of renewable energy data sources. They also observed that ETS models 

might not work well with data that shows unexpected changes or complex seasonal patterns, 

which would limit their use in some situations. It was examined by (Gers et al., 1999) the 

effectiveness of Long Short-Term Memory (LSTM) networks and recurrent neural networks 

(RNNs) for time series prediction of solar energy. They concluded that LSTM networks 

performed better at identifying long-term dependencies and non-linear patterns in the data 

than conventional RNNs and linear models. Even though LSTMs have a high accuracy rate, 

they are less suitable for real-time applications because to their high computational cost and 

need for significant data preprocessing. The application of the Vector AutoRegressive 

(VAR) model to forecast the interdependencies between various renewable energy sources, 

such solar and wind, was studied by (Contreras et al., 2003) They discovered that the VAR 

model offered a thorough understanding of energy production by successfully capturing the 

interactions between various time series. But the VAR model's computing requirements and 

intricacy were cited as drawbacks, especially for big datasets. In summary, time series 

models—each with distinct benefits and particular difficulties—are essential for forecasting 

the amount of renewable energy used. LSTM networks are superior at capturing non-linear 

dependencies, but SARIMA and ETS models perform well for linear and seasonal trends. 

Hybrid models integrate the best features of multiple techniques to improve prediction 

accuracy, whereas VAR models shed light on the relationships between various energy 

sources. 

 

2.4 Comparison of Different ML models for checking Integrated Model 

Performance 

 

(Babu and Reddy, 2014) demonstrated the combination of the time series model, ARIMA 

model and the neural networks to enhance the predictive accuracy for forecasting the 

consumption patterns of the renewable energy. This approach used the strengths of both 

statistical and machine learning models to improve the multivariate time series models. Then 

thereafter, (Jain et al., 2014) used the Deep Learning (DL) models for predicting the solar 

power generation, thereby focusing on the ability of both these models for capturing the 

complex patterns which are related to the weather conditions and seasonal patterns. The 

relevance of this research to the proposed study is that its application to understand the 

renewable energy consumption patterns. Also, (“Feature Selection for Predicting Building 

Energy Consumption Based on Statistical Learning Method,” n.d.) performed the Johanson 

co-integration, Larsson panel co-integration, and DH causality approaches to the time series 

and panel; which provided insights into the combination of the non-renewable and 

renewable energy sources and how much it depends on the external factors. Also, (“View of 

Renewable and Non-Renewable Energy and its Impact on Environmental Quality in South 

Asian Countries,” n.d.) developed a combined model of a machine learning model with 

LSTM (Long Short-Term Memory) networks, which is a deep learning algorithm for the 

prediction of wind energy. This study explained the efficiency of use of the LSTM model for 

time series analysis, which made it beneficial for prediction of the future consumption 
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patterns. (Bansal et al., 2022) combined the deep learning models with machine learning 

models to forecast the energy consumption in smart grids. This demonstrated the 

combination of modern and traditional methods and improved predictive accuracy. In 

another study, (Sangwan and Herrmann, 2020) investigated the impact of both renewable 

and non-renewable energy sources on the environment by using panel data analysis. This 

research linked the energy consumption patterns to achieve sustainable goals. Lastly, 

(Mirjalili et al., 2023) used advanced regression models like random forest and support 

vector regression (SVR) for predicting solar and wind energy. The research showed the 

ability of machine learning models to handle the non-linearity in the data and study the 

integrated model performance. Table 2 gives an overview of some research papers having 

relevance to the proposed research. 

 

Table 2: Review of Papers having relevance to proposed study 

 

 

Author 

 

Publication 

Year 

 

Methodolog

y Used 

 

Relevance to proposed study 

Babu and 
Reddy 

2014 Combined ARIMA and 
neural networks for 

forecasting renewable energy 
consumption. 

Used advanced hybrid 
methods to improve prediction 

accuracy, relevant for 
enhancing multivariate time 

series models. 

 
Jain et al. 

(2021) 

2021 Used DL models for predicting 
solar power, focused on 

seasonal patterns and weather 
dependencies. 

Highlights effectiveness of 
DL in capturing complex 
dependencies, useful for 

studying renewable energy 
consumption patterns. 

Zhao and 
Magoulès 

(2017) 

2017 Applied Johanson co-
integration, Larsson panel co-
integration, and DH causality 
approach on time series and 

panel data. 

Provides insights into co- 
integration of renewable and 

non-renewable energy 
sources, relevant for 
understanding it’s 

dependency on external 
factors. 

Ali, Anwar, 
and 

Nasreen 
(2020) 

2020 Developed a robust ML model 
combining LSTM to predict 

wind energy. 

Implemented application of 
LSTM in time series 

analysis, beneficial for 
predicting future 

consumption patterns. 

 
Kulisz et al. 

(2019) 

2019 Combined statistical models 
with DL for energy consumption 

forecasting in smart grids. 

Shows the collaboration of 
traditional & modern 
techniques in energy 

forecasting, helping in the 
developing accurate predictive 

models. 
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Kuldip 
Singh 

Sangwan 
(2017) 

2017 Investigated impact of 
renewable & non-renewable 

energy on environmental 
quality using panel data 

analysis. 

Focuses on environmental 
impact of energy sources, 

thereby linking consumption 
patterns to broader 

sustainability 
goals. 

 
Mirjalili et 
al. (2023) 

2022 Used advanced regression 
models for solar and wind 

energy prediction, including 
SVR and random forest. 

Demonstrates the 
effectiveness of ML models in 

handling nonlinearities in 
energy data, useful for 

studying integrated model 
performance. 

 

Hence, the literature review concludes by focusing on the critical role which forecasting plays 

in the consumption of renewable energy, considering the unpredictable nature of renewable 

energy sources like solar and wind. Although the modern models such as neural networks and 

ensemble techniques offer improved accuracy in capturing complicated, nonlinear 

relationships, traditional regression methods remain essential. Though the complex nature of 

the data might affect how well time series models work, they are especially good at 

explaining seasonality and temporal trends. Overall, the literature indicates that improving the 

accuracy of forecasts for renewable energy requires an integrated approach which involves 

different predictive models and weather-related variables. 

 

3 Research Methodology and Data Pre-processing 

3.1 Renewable Energy consumption prediction Methodology Approach 

 

  
Figure 1: Methodology Approach used 



10 
 

 

The proposed study includes a set of actions which are intended to systematically answer the 

research topic of the consumption of renewable energy and how it is related to the weather 

conditions. Every step of the methodology followed follows the KDD that is- knowledge 

discovery in a database framework of data science. The first stage of methodology was 

collection of the dataset. The selected dataset was found from a public dataset website- Kaggle. 

The selected dataset consists of columns like time, energy; it is comprised of a range of other 

external factors like temperature, humidity, pressure, wind speed, rain, sun, snow, etc. Then 

thereafter the collected data was then pre-processed and cleaned for further analysis. This 

process of the methodology included elimination of missing values and removing of the 

outliers for smooth evaluation. The collected dataset was standardized using data 

normalization techniques, allowing comparison between various machine learning models to 

find out the best fit for the data. These preprocessing procedures are necessary to maintain the 

data integrity and ensure that further analysis gives accurate and trustworthy results. Also 

feature engineering was performed on the collected data wherein selection of the important 

features and the target variables was done for improving model’s predictive accuracy. The 

objective of performing the feature was to enhance the model performance by deriving 

significant patterns and correlations from the data. These characteristics were found and 

validated using a variety of statistical methods and visualizations. 

In the next step of the methodology, several machine learning regression models, such as 

Polynomial Regression, Gradient Boosting, and Random Forest were used on the pre-

processed dataset as training data. These three models were trained to forecast renewable 

energy consumption according to weather conditions like temperature, pressure, humidity, 

rain, and wind speed to know their impact on the renewable energy consumption respectively. 

The evaluation metric used to find out the best fit model amongst the three models was the R- 

squared value. The R-squared value is the value which calculates the percentage of the 

dependent variable's variation that can be predicted from the independent variables. 

Therefore, the model having high R-squared value will be the best fit model for predicting the 

energy consumption. The collected dataset was also divided into 80 and 20 training and 

testing data for robust evaluation process. Also, Cross-validation techniques were used to 

make sure the models performed adequately in the absence of observed data and to prevent 

overfitting. The results showed that the Random Forest model performed better than the other 

two, by accurately predicting 89% of the variance in the data. 

ARIMA and SARIMA models were used in time series analysis to get a clearer 

understanding of the temporal patterns of energy usage. These models were used to 

investigate the patterns of renewable energy consumption on a monthly, annual, and hourly 

basis. Different models were compared using a variety of evaluation criteria, including the 

Bayesian Information Criterion (BIC) and the Akaike Information Criterion (AIC). The 

ARIMA model was successful in determining how weather conditions affected annual and 

monthly energy consumption. But it was unable to fully capture the complexities of the 

hourly data.  

To solve this, the GARCH (Generalized AutoRegressive Conditional Heteroskedasticity) 

model and the SARIMA (Seasonal ARIMA) model were combined to produce more precise 

and reliable hourly energy consumption patterns. The last stage of the methodology was 
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using the Vector Autoregressive (VAR) model, which is used for multivariate analysis. This 

model studied the impact of complementary renewable energy sources, namely solar and 

wind energy, by including extra weather variables like temperature, pressure, and humidity. 

The interdependencies between various energy sources and meteorological factors were well 

captured by the VAR model, enhancing the model's forecasting accuracy. The results of the 

model suggested that a more consistent and predictable renewable energy supply could be 

achieved by programmatically combining wind and solar energy, which would thereby help 

lessen the intermittency issues. 

In conclusion, the overall research process used in this study followed the KDD principles. 

A thorough collection of data, data cleaning, feature engineering, polynomial regression 

along with Gradient Boosting and Random Forest analysis, time series models 

implementation and evaluation, and multivariate analysis by using the VAR model were all 

steps included in the process. To guarantee the authenticity and accuracy of the findings, 

each stage was carefully carried out, which finally resulted in a thorough understanding of 

the patterns of renewable energy use and how they are related to the weather conditions. 

3.2 Data Pre-Preprocessing 

 

In this step of the methodology involves all the steps performed for preprocessing of the 

data, required for the implementation purpose. So initially, the dataset was available publicly 

and it was collected from the Kaggle website. The programming for implementation is done 

in Python by using the Jupyter Notebook. As explained in the methodology approach, 

various machine learning (Polynomial Regression, Gradient Boosting, and Random Forest) 

and time series (ARIMA and SARIMA) models are being used for the implementation 

purpose. 

So, for each model, the collected data was programmatically loaded in the Jupyter 

Notebook. And before applying the respective model on the dataset, the collected dataset 

was loaded on the Jupyter Notebook by using appropriate functions in python. Then 

thereafter the collected data was then pre-processed and cleaned for further analysis. This 

process included elimination of missing values and removing of the outliers for smooth 

evaluation. The collected dataset was standardized using data normalization techniques, 

allowing comparison between various machine learning models to find out the best fit for the 

data. It was important to perform all these preprocessing steps for the smooth implementation 

of all the selected machine learning and time series models respectively. 
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4 Design Specification 
 
 
 
 

 
 

Figure 2: Design Specification 

 

Figure 2 is the diagrammatic representation of the overall implementation of the proposed 

study. The diagram explains the flow of methodology performed. Firstly, the dataset named 

‘solar_weather.csv’ was collected from Kaggle. Thereafter the collected dataset was pre- 

processed, which included data cleaning, eliminating the missing values, removing the 

outliers if present. Then the data was ready for implementation. Then in the next step, the 

selected machine learning algorithms (Polynomial Regression, Random Forest algorithm, 

Gradient Boosting Algorithm) and time series models (ARIMA & SARIMA + GARCH, 

VAR Model) were applied to find the best fit model and predict the renewable energy 

consumption ... 

During the implementation, the pre-processed data was split into training data and testing 

data. Then the polynomial regression model was applied to the dataset along with Random 

Forest and Gradient Boosting Models to check which model amongst the three models are 

best fit for prediction of the energy consumption. Evaluation metric used for prediction was 

the R-squared values. Also, cross validation was performed to avoid the over-fitting of the 

model. Therefore, after implementing all the three models, Random Forest Algorithm was 

found to be the best fit for energy prediction with the highest R-squared value of 0.89. 

Then the time series models, ARIMA & SARIMA were applied on the dataset. The ARIMA 

model was used to study and predict the monthly and yearly consumption patterns while 

SARIMA model was used along with GARCH model to examine and predict the hourly 
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consumption patterns. The GARCH model was used to handle the problem of 

heteroskedasticity and improve the overall predictive performance of the model. The 

implementation of ARIMA model solved the research question partially and the 

implementation of the SARIMA model justified the research question completely. 

Then finally the VAR model was applied to the testing data to study and analyse the impact 

of combining the complementary energy resources in the data, namely wind and solar energy, 

on renewable energy consumption. The evaluation metric used in this case is the Mean 

Squared Error (MSE) value. The results obtained showed that both, the sun and wind energy 

have low MSE Values, which indicates that the multivariate approach of the VAR model has 

improved the forecasting accuracy of the model by considering their collective impact and 

other weather conditions like temperature, humidity, pressure, rain, etc. The implementation 

of the VAR Model justified the sub-research question completely. 

 
 
 

5 Implementation, Evaluation and Results of ML and 

Time series models used for forecasting Renewable Energy 
 
In this section of the report, implementation of various machine learning regression models, 

and time series models used for the justification of the research question will be discussed. This 

section includes sub-sections like: Implementation of the Polynomial regression along with 

advanced models like Random Forest and Gradient Boosting, Implementation of the ARIMA 

and SARIMA time series models, and finally the Implementation of Vector Autoregressive 

(VAR) Model respectively. 

Along with the explanation of implementation of the applied models, the evaluation and results 

of each model namely the polynomial regression, random forest, gradient boosting, ARIMA, 

SARIMA, and VAR Models will also be discussed in detail. Also, the summary of the results 

obtained from each model and to what extent the research or the sub- research question is 

justified will be explained at the end of implementation of individual model. 

 

5.1 Implementation, Evaluation and Results of the Polynomial Regression, 

Random Forest and Gradient Boosting 

 

The overall implementation of the polynomial regression was done by performing feature 

engineering for improving the model performance, cross-validation to avoid overfitting of the 

model. And finally including the advanced machine learning algorithms like Random Forest 

and Gradient Boosting for comparing the evaluation metrics used. The evaluation metric used 

in this case is the R-squared value. Along with the calculation of the evaluation metrics, various 

visuals have also been plotted for more detailed understanding of the prediction of the 

renewable energy consumption according to the weather conditions. Following are the values 

of the evaluation metrics of the selected 3 algorithms: 
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Table 3: R-squared values of selected 3 ML algorithms 
 

 
Models used 

 
R-squared values 

Polynomial Regression 0.3313 

Random Forest 0.8997 

Gradient Boosting 0.3629 

 

The table clearly shows that polynomial regression shows 33% variance in the data, which 

indicates its predictive capability is of moderate level. Same in case of the Gradient 

Boosting model, which shows 36% variance in the data. The Random Forest algorithm is 

significantly better, with a Test R2 score of 0.8997. This suggests that the model captures 

most of the variance (89%) in the data and provides accurate predictions of energy 

consumption based on the weather conditions. Therefore, we can say that the Random Forest 

model successfully captures the complex and non-linear relationships between energy 

consumption and external factors of weather variables like temperature, humidity, pressure, 

wind speed, and rain respectively. Following are the visualizations (scatterplot) of the Actual 

vs Predicted Energy Consumption and Residuals of the Polynomial Regression, and 

Comparison of predictions of the two selected models- Random Forest and Gradient 

Boosting. 

(i) Actual   vs   Predicted   Energy    Consumption    of    the    Polynomial    

Regression: The following scatterplot explains that, since there is a wide spread of 

datapoints around zero that is, the line of perfect prediction, this means that the applied 

model has significant errors, and it is not so good in making predictions. 

 

 

 

                  Figure 3: Scatterplot of Actual vs Predicted Energy Consumption 
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(ii) Residuals of Polynomial Regression: The following residual plot displays the 

heteroskedasticity and a pattern, which explains that this model might be missing some 

important information or trends in the data. 

 

 

Figure 4: Residual Plot of Polynomial Regression 

 

(iii) Comparison of Model Prediction: The following figure 5 is the scatterplot of the 

comparison of the selected advanced ML algorithms namely- Random Forest and Gradient 

Boosting Algorithms. The scatterplot clearly shows that the predictions made by the 

Random Forest Algorithm are much closer to the actual values as compared to that of the 

Gradient Boosting Algorithm respectively. 

 

 
   Figure 5: Comparison of Predictions of Random Forest and Gradient 

Boosting algorithms 

 

Therefore, in this part of the implementation of the Polynomial Regression we can conclude 

that, Random Forest algorithm is the best fit as compared to the other two algorithms 

(Polynomial regression and Gradient Boosting Algorithms), for the prediction of renewable 

energy patterns considering its dependencies on the weather conditions as it has the highest 

accuracy and predictive performance amongst the other tested models respectively.  
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5.2 Implementation, Evaluation and Results of ARIMA and SARIMA 

Models 

 

The implementation of the ARIMA Model was done initially, to study the monthly, yearly 

and hourly consumption patterns of renewable energy. Various evaluation metrics and 

aspects like ADF Statistic to check the stationarity of the data, Akaike Information Criterion 

(AIC) & Bayesian Information Criterion (BIC) values for comparison with different models, 

Jarque- Bera (JB) and Ljung-Box (Q) for checking the normality of data and autocorrelation 

in the time series respectively, Mean Squared Error, along with some exogenous weather 

variables like temperature, pressure, humidity, wind speed, sun; were used for prediction of 

the consumption patterns of monthly, yearly, and hourly data respectively. Also, other 

evaluation metrics like root mean squared error (RMSE) and mean absolute error (MAE) are 

being calculated for evaluating the model which will be explained later in the Discussion 

and Conclusion sections of the report. Then, the plots of yearly, monthly, and hourly energy 

consumption, decomposition yearly, monthly, and hourly data; and the ARIMA forecast for 

yearly, monthly, and hourly energy consumption are being done to visually understand the 

results of the model. Table 4 is the tabular representation of the results of the ARIMA Model. 

Table 4: Results of the ARIMA Model 

Aspec

t 

AI

C 

BI

C 

JB Q MS

E 

ADF 

Statistics 

Monthly 1844 1864 2.78 3.41 113041002375.

7 

-7.501632 

Yearly -66.75 -70.26 0.24 4.40 1.89478062 -3.612292 

Hourly 873241.

4 

873320.

8 

408244.8

6 

191.4

3 

48299456.9 -

45.11087

7 

 

From the table, it is clearly understandable that the ARIMA model can effectively identify 

and state the impact of the weather conditions on renewable energy consumption only for the 

yearly and monthly data. The significant exogenous weather variables like temperature, 

pressure, humidity, etc. well explain the dependencies of the energy consumptions on the 

external factors. The seasonal variations in the collected data are well captured by the model 

in case of the monthly and yearly data by providing insights of how the renewable energy 

consumption patterns fluctuate with time. And because of the high values of AIC, BIC, JB, 

and MSE; the hourly model cannot capture all the complexities of the data, thereby 

indicating the probability of model overfitting. 

Following is the visual representation of the hourly, monthly, and yearly consumption 

patterns of the renewable energy, decomposition yearly, monthly, and hourly data; and the 

ARIMA forecast for yearly, monthly, and hourly energy consumption: 
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Figure 6: Hourly, Monthly, and Yearly energy consumption patterns before applying ARIMA 

Model 
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After the plotting of consumption patterns, the decomposition of Yearly, Monthly and 

Hourly data is being performed to improve the predictive performance of the model, and 

check if there are any outliers present in the data. Thereafter the ARIMA Model is applied 

to predict the energy consumption patterns yearly, monthly, and hourly respectively. 

Following are the visuals of model forecast. 
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Figure 7: Model forecast for Monthly, Yearly and Hourly data after implementation of 

ARIMA 
 

Therefore, from the above forecasts and values of the evaluation metrics, it is clear understood 

that implementation of ARIMA Model can only study the consumption patterns of the yearly 

and monthly data, but it could not predict the hourly consumption of renewable energy.  

We can conclude that in case of the hourly model, the research question and the sub-research 

question 1 are partially justified, as it could just study the yearly and monthly energy 

consumption patterns, and not hourly consumption, as the sub-research question majorly 

contributes to the main research questions. Therefore, the Seasonal ARIMA (SARIMA) will 

be used to better capture the hourly consumption patterns. In the next part of the section, 

implementation of SARIMA model for analysing the hourly data will be explained in detail. 

 

5.3 Implementation, Evaluation and Results of SARIMA Model and 

SARIMA+GARCH Hybrid Model 

 

In this section the implementation of the Seasonal ARIMA and combination of both SARIMA 

& GARCH Models is done to analyse the hourly consumption of renewable energy and to 

capture the complexities in the hourly data. The SARIMA Model is used with the GARCH 

model too because the fitting of alone ARIMA model showed an issue of overfitting, residual 

heteroskedasticity, and autocorrelation. Also, cross-validation is performed to validate the 

applied model. Following are the results obtained from the implementation of SARIMA 

model along with GARCH model. And then the alone SARIMA Model was applied to the 

hourly data to check for the result by evaluating them using the evaluating metrics like MSE, 

RMSE, and MAE respectively. Table 5 shows the result of both the models. 

 



20 
 

 

Table 5: Results of SARIMA and SARIMA + GARCH model 
Model MSE RMSE MAE 

SARIMA 1937482.8 1391.9 811.2 

SARIMA + GARCH 2464655.2 1569.9 1202.8 

 

Following is the forecast of the SARIMA Model for hourly energy consumption. 

 

 

Figure 8: SARIMA for Hourly Energy Consumption 

 

 

Therefore, according to the cross-validated MSE, the SARIMA model with GARCH gives 

more robust and accurate forecasts, as compared to a simple ARIMA model in terms of 

identifying   complex   patterns   in   the    data.    When    it    comes    to    considering 

the heteroskedasticity, SARIMA model performs better than a standard ARIMA model, 

especially when it is used with GARCH model; and is thereby able to capture the hourly energy 

consumption more effectively than the simple ARIMA Model. The explanatory power and 

accuracy of the model in describing hourly consumption patterns are significantly improved 

due to the addition of weather variables. Therefore, we can say that the research question and 

the sub-research question 1 is being justified completely by applying the ARIMA and 

SARIMA Model to study the trends and seasonal variations in the usage of the renewable 

energy, and how can time series analysis be used to predict future consumption patterns 

effectively. In the next part of this section, the results obtained from the implementation of the 

VAR Model, that is the Vector Autoregressive Model will be explained. 
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5.4 Implementation, Evaluation and Results of VAR model: 

 

After the implementation of the SARIMA model, the VAR model that is the Vector 

Autoregressive Model is being applied by including the additional variables like temperature, 

pressure, humidity, etc. to study the role of complementary renewable energy sources and to 

improve the model performance, and thereby help in the justification of the sub-research 

question 2. Following are the results obtained from the implementation of VAR model: 

 

Table 6: Results of VAR Model 

 

 
Complementary 

Energy Source 

 
Correlation of 

Residuals 

 
Optimal Lag Order 

(AIC) 

 
Optimal Lag 

Order (BIC) 

 
MSE 

Solar Energy 0.000223 15 8 0.020862 

Wind Energy 0.067862 15 8 0.067171 

 

From the table it is clearly understood that both the sun and wind energy have low MSE 

Values. Therefore, this indicates that the multivariate approach of the VAR model has 

improved the forecasting accuracy of the model by considering their collective impact and 

other weather factors. Also, the significant lags of the wind speed in the solar energy equation 

and solar energy in wind speed equation, indicates that both energy sources are complementary. 

There is low correlation in residuals which means that the model is sufficient to capture the 

interdependencies between the series, which will thereby improve the robustness of the 

forecasts respectively. 

Figure 9 explains the forecasts of the Solar and Wind energy after the implementation of the 

VAR model respectively. 
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Figure 9: Solar and Wind energy forecasts after implementation of VAR model 

 

The model has successfully captured all the interdependencies between solar and wind energy, 

along with weather conditions, which a single-variable model might miss capturing. 

Temperature, pressure, humidity, and rain have a significant impact on both solar and wind 

energy consumption patterns. Hence, here it can be concluded that if both the complementary 

renewable energy sources (solar and wind energy) are integrated programmatically, the model 

can provide more stable and predictable supply of renewable energy, which will thereby help 

in reducing the intermittency issues. Therefore, the research question, sub-research question 1 

and sub-research question 2 are being justified to its fullest. 

 

Discussion 

The result of the proposed study provides significant insights into the patterns of the renewable 

energy consumption and effectiveness of various ML and time series models in capturing these 

patterns. Considering the hypothesis that the SARIMA + GARCH Model would perform the 

best as compared to alone SARIMA Model and that it would improve the forecasting accuracy, 

but the result showed exactly opposite- with SARIMA alone outperforming the SARIMA- 
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GARCH model. This suggests that the collected data may not show that level of volatility 

required for the implementation of the GARCH model, or a different GARCH variant could be 

more appropriate to use. Following Table 7 shows the comparison of the ARIMA, SARIMA, 

and SARIMA + GARCH models based on the evaluation metrics like MSE, RMSE, and MAE 

to better understand the stated limitation. 

 

Table 7: Comparison of Time Series model’s result 

Evaluation Metrics ARIMA SARIMA SARIMA+GARCH 

MSE 48299456.9 1937482.8 2464655.2 

RMSE 6949.7 1391.9 1569.9 

MAE 6183.8 811.2 1202.8 

 

Despite of this limitation in the implementation, the proposed study successfully highlighted 

the use of alone SARIMA model for capturing the seasonal variations in energy 

consumption; and the ability of the Random Forest Algorithm to effectively handle the non-

linear relationships between the renewable energy consumption and weather variables. Then 

thereafter the implementation of the VAR Model to check its ability to understand the impact 

of integrating the complementary energy sources of solar and wind energy on the energy 

consumption to enhance the stability of the supply. 

 

 

6 Conclusion  
 

The proposed research studied and analysed the impact of weather conditions on renewable 

energy consumption by applying various machine learning regression models and time series 

models, thereby focusing on effectiveness of prediction of those models. Amongst the three 

ML algorithms namely, Polynomial regression, Random Forest algorithm, and Gradient 

Boosting; the Random Forest algorithm was found to be the best fit for prediction of energy 

consumption as it could capture 89 percent of variance in the data, and it could capture complex 

relationships between energy consumption and weather conditions. The ARIMA model could 

effectively capture the yearly and monthly energy consumption patterns but could not study 

the hourly consumption patterns properly because of its complexities. The SARIMA model 

could provide better results for forecasting the hourly consumption patterns and successfully 

captured the seasonal variations, but when it was combined with the GARCH model, it did not 

show any expected significant improvement in forecasting. The multivariate approach of VAR 

model experimented the importance of combining the complementary energy sources like wind 

and solar energy, which suggested that their integration can lead to a more stable and 

predictable supply of energy. Overall, the proposed study effectively experimented to justify 

the research and sub-research questions by providing valuable insights into energy 

consumption and use of predictive models. 
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Future Scope 

The future research could focus on the improvement of the SARIMA + GARCH Model, by 

experimenting with different GARCH variants to better capture the volatility in hourly data. 

Also, by exploring hybrid models by combining different machine learning models with time 

series models could further improve the forecasting accuracy of the model for predicting the 

energy consumption. Additionally, if the dataset is expanded by including diverse locations 

and external factors like policy changes could improve the predictive performance and 

generalizability of the developed model. Another future work can include real-time forecasting 

models for practical applications in energy management, especially for combining renewable 

energy in the grid. Managing the intermittency issue using advanced energy storage solutions, 

could also further contribute to a more comprehensive energy management system. 
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