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1 Introduction

The intent of this document is to give the process that was followed during the coding
phase for the project. The hardware and software configurations are given in detail
so as to enable any future researcher reproduce the research. It includes programming
and deployment phases for making code run smoothly and the steps to be followed in
executing the code.

2 System Configuration

2.1 Hardware Configuration

Figure 1: Attention UNet Model Trends

2.2 Software Configuration

In this part, you will find all the details about the software that was used, as well as
its specifications. The right configuration of software and tools is crucial not only to
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make models run smoothly but also to ensure optimal performance during training and
evaluation. In this regard, there are several subsections that will help you set up Google
Drive and Google Colab, install required libraries, and configure data.

2.2.1 Google Drive

Google Drive stores input files such as model files, historical records for training, among
others. To ease access while training, consider uploading your zipped input data file
to Google Drive while noting down its path. Besides, it is important to use the same
Google Drive account which is linked with your Google Colab Pro subscription so that
no accessing issues arise. Proper filing within Google Drive can also make it easier for it
to be integrated smoothly with Google Colab.

NOTE:You need to manually upload the file in Google Drive.

Figure 2: Google Drive File Upload

2.2.2 Google Colab

Because of GPUs being such a scarce resource, this study was carried out on a Google
Colab Pro subscription that leveraged the ‘L4 GPU’ runtime. This configuration is
sufficient for efficiently handling deep learning tasks. The following are the steps to
mount Google Drive in Google Colab, load data, and start running the code.

Figure 3: Colab Runtime Setup
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2.2.3 Python 3.10

For this research, the Python version used was 3.10, and a requirements.txt file is in
the artifacts folder, which lists all dependencies needed by the environment. You need to
manually install the albumentations 0.4.6 library.

All the other packages, such as CUDA 12.2, TensorFlow 2.17.0, Keras 3.4.1, OpenCV,
scikit-learn, and matplotlib, are pre-installed. It’s just required to import them. The
requirements.txt file is in the artifacts folder, which lists all dependencies needed by
the environment.

3 Execution of Python Files

NOTE: you can only run one file at a time in Google since it is computer intensive.

3.1 Installing Libraries

Install albumentation package for data augmentation

Figure 4: Package Installation

3.2 Importing Libraries and setting up global varibles

Most of the libraries are preinstalled hence, as required importing them based on the
dependencies

Figure 5: Import Libraries

Setting up configuration parameters or variables
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Figure 6: Global variable definition

3.3 Data Preprocessing

Performing the initial data loading cleaning sanity cheques data analysis and augmenta-
tion in order to prepare them for modelling

Figure 7: Record Validation
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Before performing data split, we need to cheque the distribution of images in order
to avoid bias

Figure 8: Patient Distribution

Performing data sanity cheque by checking if all images have their corresponding mask
present.

Figure 9: Sanity Check

3.4 Data Split

In order to train the data and then validate it. Will split the data accordingly.
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Figure 10: Data Splitting

3.5 Model Configuration

It usually involves and entails the specification of deep learning model topology that
will be used. This section includes code snippets for setting up the U-Net architecture,
Attention U-Net, and ResU-Net. In principle, there are differences between the models,
and their characteristics are derived from the structure of the architecture which influences
the efficiency of the segmentation tasks. The configuration of these models is important as
it determines how well they will be trained and the quality of the segmentation outcomes.

3.5.1 Hyperparameter Settings

• Learning Rate: 1e-4

• Batch Size: 32

• Dropout Rate: 0.3
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• Epochs: 25

• Resize Image: 128*128

• Optimizer: Adam

• Loss Function: Cross-Entropy Loss

3.5.2 U-Net Model Configuration

U-Net is popular for image segmentation problems because of the encoder-decoder struc-
ture connected with skip connections. The following is a list of codes that form the core of
the U-Net model and, once compiled, will help in training from your dataset Ronneberger
et al. (2015)

Figure 11: UNet Model Training Time

3.5.3 Attention U-Net: Model Configuration

Attention U-Net model is an improved version of the U-Net model where attention mech-
anisms have been applied. They are only able to attend to specific features in the input
data, which could enhance the segmentation performance. Below you can see the code
to define and compile the Attention U-Net model Oktay et al. (2018)

Figure 12: Attention UNet Model Training Time

3.5.4 ResU-Net Model Configuration

The proposed ResU-Net model is based on the pre-existing model of U-Net which contains
the idea of residual connections to increase stability in the functioning of neural networks.
Essential in this segment is the code that will help in the creation of the ResU-Net model
that has been pre-coded and developed to undergo training and testing with your dataset
He et al. (2016)
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Figure 13: ResUNet Model Training Time

3.5.5 Retaining Model

Google collapse pro runtime involvements deletes on the same data. Hence, we need to
copy data back to drive in order to access the train model to future tests.

Figure 14: Saving Model to Google Drive

3.6 Model Testing

After training the model thoroughly in fine tuning the parameters we use test data to
validate the output generated by the model.

Figure 15: Model Prediction
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