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Configuration Manual: 

Groundwater Quality Predictive Analysis Using 

Machine Learning Techniques: Ireland 
 

Leslie Rebeca Monroy Ochoa  

x23169761  
 

 

1 Introduction 
 

This configuration manual provides a guide to the environmental setup required for the 

research project titled: Groundwater Quality Predictive Analysis Using Machine Learning 

Techniques: Ireland. The objective of this document is to present the configuration used 

during all the stages of the research that allowed to answer the research question and meet the 

research objectives. 

 

1.1 Research Project Objectives 

The main objective of the research project was to implement and evaluate four supervised 

learning machine models to analyse and predict groundwater quality parameters in Ireland. 

The selected models were Decision Tree, Random Forest, Extreme Gradient Boosting 

(XGBoost), and Support Vector Machine (SVM). The evaluation consisted of utilising 

Accuracy, Precision, Recall, and F1 score as performance metrics to verify the model 

effectiveness. 

 

2 Configuration Setup 
 

This section shows the hardware and software utilisation for the research project.  

2.1 Hardware 
 

Hardware  Specification 

Processor  Intel(R) Core(TM) i5-10210U CPU @ 1.60GHz   2.11 GHz 

RAM  8 GB 

System  Operating system-64 Bit, x64 processor 

Operating System  Windows 11 

Table 1. Hardware 
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2.2 Software 
 

R Studio 

Software  Specification 

Version  2023.06.2 

Build  561 

Release   "Mountain Hydrangea" Release 
(de44a3118f7963972e24a78b7a1ad48b4be8a217, 2023-08-
25) for windows 

Mozilla/5.0 (Windows NT 10.0; Win64; x64) 

AppleWebKit/537.36 (KHTML, like Gecko) 

RStudio/2023.06.2+561 Chrome/110.0.5481.208 

Electron/23.3.0 Safari/537.36 

Library  Version  

readxl  4.3.3  

dplyr  4.3.3 

ggplot2  4.3.3 

reshape2  4.3.3 

tidyr  4.3.2 

gridExtra  4.3.2 

lubridate  4.3.2 

ggcorrplot  4.3.3 

randomForest  4.3.3 

e1071  4.3.3 

Table 2. R Studio Specifications 

Anaconda - Jupyter Notebook 

 

Software  Version 

Anaconda 
Navigator 

 2.4.2 

Jupyter Notebook  6.5.4 

Table 3. Jupyter Notebook Specifications 

 

3 Data Collection  
 

The dataset was obtained from the Environmental Protection Agency Geo Portal 

(https://gis.epa.ie/). The dataset, which has 16,231 rows and 304 columns, provides water 

quality metrics for the groundwater stations in Ireland that were monitored between 1990 and 

2022. Important metrics like pH, temperature, dissolved oxygen, conductivity, and coliform 

bacteria are included in the dataset, along with identification information like site name, 

county, and sample date. 

 

The dataset can be downloaded following this link https://gis.epa.ie/GetData/Download 

→Water Quality and Monitoring → Groundwater Quality (Excel) 1990 – 2022. Where you 

are required to enter and validate your email address to get the download link. 

https://gis.epa.ie/
https://gis.epa.ie/GetData/Download
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4 Data Preparation 
 

Most of the data preparation was performed in R Studio using R as the programming 

language. 

 

The first step for this phase was to install and load the required libraries to prepare, 

clean and analyse the data as shown in Figure 1. 

 

 

Figure 1. Required Libraries 

Next, the dataset was imported and loaded into the environment, showing the structure 

and summary of the features to start the data analysis, shown in Figure 2. 

  

 

Figure 2. Groundwater Quality Dataset Load 

 

Following, the data was cleaned and transformed, the columns with more than 10% of 

NA or “--” were deleted, the unit description row was also removed as shown in Figure 3. To 

efficiently handle the data, the "--" were replaced with "NA" and special characters like <> 

were also removed, leaving only numeric values. 

 

 

Figure 3. Data Cleaning 
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Once these steps were executed, the feature distribution was then validated, and 

skewness was checked. Subsequently, a function was executed to impute mean or median 

according to skewness, presented in Figure 4 below. 

 

 

Figure 4. Histograms - Feature Distribution 

 

Next the Sample Date was converted to a date format as shown in Figure 5. 

 

 

Figure 5. Sample Date Conversion 

 
 

To finish with the preparation and analysis of the data, several types of visualizations 

were generated such as correlation matrix, heatmap, time series, and frequency histograms of 

the parameters to be predicted. Finally, the cleaned data was exported to CSV to be loaded 

into Jupyter Notebook via Anaconda Navigator. 

 
 

5 Implementation 
 

This section provides a guide to the implementation of our research project, detailing every 

stage from loading the data into Jupyter Notebook through Anaconda Navigator using Python 

to train, validate, and test the models. 

 

 The first part consisted of the initial set up for our machine learning project, focused 

on a classification problem. All required libraries and modules for the project were imported 

in the first section of the code, as illustrated in Figure 6. It then the dataset was read from a 

CSV file and the data types of each feature were checked. 
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Figure 6. Required Libraries Python 

 

5.1 Groundwater Quality Classification 

Our first experiment was to conduct a classification based on a set of interim guideline values 

for various groundwater quality parameters used in Ireland to classify whether a sample 

requires further testing or not. Figure 7 shows the function that examines every parameter; if 

any of the parameters are more than the interim guideline value, the function marked the row 

as “Further Action Required”. After, the classification was applied to our dataset, resulting in 

a new column that shows whether each sample meets the requirements or needs further 

testing.  

 

Figure 7. Groundwater Classification 

5.1 Decision Tree Classifier  

Figure 8. shows the implementation of the Decision Tree Classifier. It starts with the target 

variables definition (Alkalinity, Dissolved Oxygen, Conductivity and Nitrate) that the models 
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attempted to predict. After the target variables were categorised into three quantiles and the 

features (X) and targets (Y) were defined. The data was then split into train and test sets 

using an 80:20 ratio. And the parameter grid was set up using max_depth, min_samples_split, 

min_samples_leaf and criterion into various possible configurations as shown below in 

Figure 8. 

 

 

Figure 8. DTC 

 

Subsequently, the model was initialized and hyperparameter tuning was executed to 

obtain the best parameters to be used to reinitialize the classifier. Predictions were made in 

the training set. And finally, the model was evaluated using the selected performance metrics 

on the test set, computing each metric for every target value as presented in Figure 9. 

 

 

Figure 9. DTC Train and Evaluation 

5.1 Random Forest Classifier  

The implementation of the three pending models utilised the variables created during the 

DTC modelling process such as target_variables and independent_variables. The 
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implementation of the RFC is shown in the figure 10 below, starts with the creation of 

hyperparameter grid to tune parameters when the model is being trained, some of the 

parameters were: the number of trees in the forest, the maximum depth of each tree in the 

forest and the criterion to measure the quality of a split as shown in Figure 10 below. The 

model was trained using an 80:20 split. Next each target variable was used to evaluate the 

predictions.  

 

 

Figure 10. RFC Implementation 

5.2 Support Vector Machine (SVM) Classifier  

SVM model starts with the definition of a parameter grid for C and the kernel coefficient. 

The function used a 3-fold cross-validation to find the ideal parameters. An 80:20 ratio was 

then used to split the data into training and test sets respectively. The SVM was then trained 

using the optimal hyperparameters to continue with the model assessment on the test set. 

Finally, the metrics were printed to be evaluated. Illustrated in Figure 11 below.  

 

Figure 11. SVM Implementation 
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5.3 Extreme Gradient Boosting (XGBoost) Classifier  

The last of the models that was implemented was XGBoost, for this specific model label 

encoding was required, followed by dataset splitting utilising an 80:20. After that, a grid of 

hyperparameters was implemented. The best parameters were used to train the model, and 

predictions were made on the test set. Finally, the model was evaluated using the selected 

performance metrics for each target variable, shown in Figure 12. 

 

 

Figure 12. XGBoost Metrics 

 

Feature importances was also validated, using a bar plot, as presented in Figure 13. 

 

 

Figure 13. XGBoost Feature Importance 

 

6 Conclusion 
 

This configuration manual was created to be a useful tool to users and researchers to make 

sure that every step of project setup and implementation is comprehended and executed 

effectively. The complete code, visualisations, images and artifacts generated can be found 

for future references in the project documentation. 

 


