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1 Introduction

This manual provides a brief on how to conduct the prediction of extramarital affairs
utilizing deep learning techniques. This including the procedures on how to set up the
environment, implement as well as evaluate the models.

2 System Requirements

The following configurations was applied for the project’s implementation:

2.1 Local Machine

Windows 11 with 5th Gen Intel(R) Core(TM) i5-8250U @ 1.60GHz 1.80 GHz with 8GB
Ram and 64 Bit operating system.

Figure 1: Hardware Configuration

3 Software Requirements

For this project, the coding processes were done with the help of Jupyter Notebook in
Anaconda navigator which is a python environment allowing for combining code, visual-
izations, and descriptive documents. This environment helped in calls to run the various
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Python scripts and in performing the data pre-processing and cleaning, model building,
and model performance evaluation activities.

Figure 2: Anaconda Navigator

4 Package Requirements

All the requirement packages in the Python environment were installed via pip and conda
in Jupyter notebook. Below is the list of the packages that has been installed.

• Pandas

• Scipy

• Scikit-learn

• Tensorflow

• Numpy

• Matplotlib

• Seaborn

5 Dataset Description

The data set used in this project was downloaded from Kaggle and contains 6, 367
entries with 10 variables, and it includes demographic and social aspects that contributes
to infidelity. This data is useful for to calibrate and assess the models for predicting the
human behavior, which is used in this research.

https://www.kaggle.com/datasets/gargmanas/affairsdata

2



5.1 Variable Descriptions of dataset

The values present in the dataset follows a particular scale which is showned in table
Number of observations: 6366
Number of variables: 9
Variable name definitions:
rate marriage How rate marriage, 1 = very poor, 2 = poor, 3 = fair,

4 = good, 5 = very good
age Age
yrs married No. years married. Interval approximations. See ori-

ginal paper for detailed explanation.
children Children
religious How religious, 1 = not, 2 = mildly, 3 = fairly, 4 =

strongly
educ Level of education, 9 = grade school, 12 = high school,

14 = some college, 16 = college graduate, 17 = some
graduate school, 20 = advanced degree

occupation 1 = student, 2 = farming, agriculture; semi-skilled, or
unskilled worker; 3 = white-collar; 4 = teacher counselor
social worker, nurse; artist, writers; technician, skilled
worker, 5 = managerial, administrative, business, 6 =
professional with advanced degree

occupation husb Husband’s occupation. Same as occupation.
affairs Measure of time spent in extramarital affairs

6 Model Preparation

The BinaryCLass.ipynb and MultiClass.ipnb can be found in the artefacts zip file and
the file describes the whole installation of necessary libraries, loading models, and the
processing of data. It describes the steps needed to train the models, the process through
which their performances are assessed, and how their results like the models’ predictions
and performances, are stored. The difference between Multi class and Binary class im-
plementation is, in Binary class the target variable value greater than 1 is considered as
1 and the value less than 1 is considered as 0.

6.1 Model Implementation

The first step in the implementation is the data preprocessing, in which I treated miss-
ing values in an adequate manner and transformed categorical variables into a format
that can be used in machine learning model. I normalized features where necessary
because normalization is in most cases very important especially with models such as
SVM and KNN. Distinguishing outliers and removing them from the data or using tech-
niques such as Z-score filtering. In model building, I used Logistic Regression, which
is easy to interpret and Random Forest is used due to complexity and to prevent issue
of overfitting. I also applied long short-term memory and Convolutional neural network
to analyze sequential data for its patterns. The architectures of these models were de-
veloped with much consideration in order to achieve the best results; LSTM was used
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due to its ability to work with time-dependent data while CNN ,because of its ability to
work on features.Each of the used models was hyperparameter tuned and applied K-fold
cross validation to select the best settings. In order to examine the models, evaluation
measures such as accuracy, precision, recall, and F1-score were adopted to get the best
picture of the accuracy levels of the models.Following all these steps, it is possible to
make a very solid and easily scalable solution to replicated by other people or teams.

Figure 3: Binary Class Implementation

Figure 4: Multi Class Implementation
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