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1 Introduction

Medical Visual Question Answering (mVQA) is a modern and promising area of the
clever interface of artificial intelligence, computer vision, and NLP technologies in the
healthcare field for enhancing diagnostics’ accuracy and patient outcomes (Huang et al.;
2023). This paper discusses the adoption of the BLIP framework in mVQA tasks with the
emphasis on the efficiency of the framework when it deals with noisy medical data and
provides accurate, easily-interpreted diagnostic results. The performance analysis is made
on BLIP with respect to different medical imaging modalities, with a basic understanding
that it performs well more than the VLP type models. Hence, through the adoption of
BLIP, the study aims at improving the accuracy of mVQA systems while aiming at having
explainability of model features which is an important aspect in clinical practice since
clinicians require to understand the decision-making process of AI to have confidence
in the recommendations. During this, the research seeks to enhance the effectiveness of
mVQA systems and hence positively influence the healthcare delivery systems.

This configuration manual gives the acts of how to set up, how to train and the
methods of evaluating the BLIP model for Medical Visual Question Answering (mVQA)
on PathVQA dataset. The guide covers two cases: evaluating the proposed method on
the full PathVQA dataset and on a subset of the dataset.

2 System Requirements

To run this project, the following hardware and software requirements are necessary:

2.1 Hardware

• Google Colab Pro (or an equivalent environment with sufficient resources)

• GPU: L4 GPU (Total RAM: 53.0 GB)

• System RAM: 33.7 GB (required during processing)

• Disk Space: 137.9 GB (with a total of 201.2 GB available)

2.2 Software

• Operating System: Tested on macOS, but should be compatible with other sys-
tems that support Python.
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• Python Version: 3.7 or higher

• Required Libraries:

– torch

– transformers

– datasets

– PIL

– matplotlib

– pandas

– numpy

– tqdm

– scikit-learn

2.3 Additional Pre-trained Models

• BLIP VQA Base Model: Salesforce/blip-vqa-base, available from the Hug-
ging Face model hub (?).

3 Code Components

3.1 Initial Setup and Imports

Begin by importing all the required libraries:

3.2 Device Configuration

Determine whether to use a GPU or CPU for training:

3.3 Data Loading

Load the PathVQA dataset:
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3.4 Exploratory Data Analysis

Convert the dataset splits into pandas DataFrames for easier analysis and manipulation.
This step involves transforming the raw dataset into a tabular format, enabling efficient
data exploration and preparation.:

Display basic information and statistics about the dataset:
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3.5 Model Configuration

Configure the BLIP model:

4 Case 1: Full PathVQA Dataset

4.1 Data Splitting and Selection

For this case, use the entire training and validation splits:
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4.2 Model Preparation and Data Handling

Create the VQADataset class to handle Visual Question Answering (VQA) tasks:

4.3 Data Loading and Batching

Prepare data loaders for training and validation:

5



4.4 Data Verification

Verify that the data has been batched correctly:

4.5 Model Initialization

Initialize the BLIP model:

4.6 Model Training Preparation

Set up the optimizer and retrieve image normalization parameters:
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4.7 Data Inspection and Visualization

Unnormalize and visualize an image from the batch:

4.8 Model Training

4.8.1 Training Function

Define the training function that handles both training and validation:

7



4.8.2 Running the Training

Train the model and retrieve loss values:

4.9 Evaluation

4.9.1 Updated Evaluation Function

Evaluate the model and compute precision, recall, F1 score, and other metrics:
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4.9.2 Evaluation Results and Metrics

Calculate and print the evaluation metrics:

Plot the training and validation losses:

5 Case 2: Subset of PathVQA Dataset

Follow the same steps as in Case 1, but replace the data splitting and selection step with:
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6 How to Run the Code?

To execute the project, the following Jupyter Notebook files are provided in the ‘code.zip‘
archive:

• mVQA case1-full Code.ipynb: This notebook handles the full PathVQA dataset
and includes all the steps for training and evaluating the model on the complete
dataset.

• mVQA case2-Subset Code.ipynb: This notebook processes a subset of the PathVQA
dataset, demonstrating how to run the model on a smaller portion of the data for
quicker evaluation.

Both notebooks include detailed instructions and are pre-configured to work with
Google Colab or a similar environment with GPU support. Ensure that the required
hardware and software dependencies are met before executing the code.

References

Huang, J., Chen, Y., Li, Y., Yang, Z., Gong, X., Wang, F. L., Xu, X. and Liu, W. (2023).
Medical knowledge-based network for patient-oriented visual question answering, In-
formation Processing & Management 60(2): 103241.

10


	Introduction
	System Requirements
	Hardware
	Software
	Additional Pre-trained Models

	Code Components
	Initial Setup and Imports
	Device Configuration
	Data Loading
	Exploratory Data Analysis
	Model Configuration

	Case 1: Full PathVQA Dataset
	Data Splitting and Selection
	Model Preparation and Data Handling
	Data Loading and Batching
	Data Verification
	Model Initialization
	Model Training Preparation
	Data Inspection and Visualization
	Model Training
	Training Function
	Running the Training

	Evaluation
	Updated Evaluation Function
	Evaluation Results and Metrics


	Case 2: Subset of PathVQA Dataset
	How to Run the Code?

