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1 Overview 
 

This is the configuration manual for the “ Predictive Maintenance of Equipment” work.  The 

environment, pre-requests, and code execution will all be covered in detail in this 

configuration manual. 

 

2  Hardware / Software Requirements 
 

2.1 Hardware Requirements 

 

The hardware configuration of the system on which this research project is built and executed 

is as follows: 

 

Operating System  Name:    Microsoft Windows 11 Pro 

 

Operating System  Version: 10.0.22631 N/A Build 22631 

 

Caption: Intel64 Family 6 Model 140 Stepping 1 

 

DeviceID : CPU0   

 

MaxClockSpeed : 2419 

 

Name: 11th Gen Intel(R) Core(TM) i5-1135G7 @ 2.40GHz 

 

Total Physical Memory:     16,210 MB 

 

2.2 Software Requirements 

 

Software required for build and execution:  
 

• Development Environment: Jupyter Notebook  

 

• Scripting Language: Python 3.11.8 

 

• Other Tool: Word, Anaconda. 
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2 Data Selection 
 

The dataset about equipment is obtained from the learning repository which is named as AI41 

2020 Predictive Maintenance dataset. It is obtained from the following link: 

https://archive.ics.uci.edu/dataset/601/ai4i+2020+predictive+maintenance+dataset\ 

 

 
 

Figure 1: Dataset Website 

 
 

3 Data transformation and Model Building 
 

3.1 Dataset 

 

The dataset below contains the following attributes like Air temperature, Process 

temperature, Rotational Speed, Torque, Tool Wear, Machine failure, TWF  

 
 

 
 

https://archive.ics.uci.edu/dataset/601/ai4i+2020+predictive+maintenance+dataset/
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Figure 2: Dataset 
 

 Package installations and library importing 

 

The required libraries are installed such as pandas as pd,  ydata_profiling as pdpf, numpy as 

np, matplotlib.pyplot as plt, seaborn as sns 

 

 
Figure 3 : Package Installation 

 

The below figure is for libraries for Decision Tree Models such as GridSearchCV, 

DecisionTreeClassifier, classification_report, etc.  

 

 
 

Figure 4: Package Installation for Decision Tree Model 

 

The below figure is for libraries for Random Forest Models such as RandomForestClassifier, 

GridSearchCV, classification_report, learning_curve.  

 

 
 

Figure 5: Package Installation for Random Forest Model 

 

The below figure is for libraries for Random Forest Models such as XGBClassifier, 

ConfusionMatrixDisplay, classification_report, learning_curve.  
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Figure 6: Package Installation for XG Boost  Model 

 

4 Model Implementation 
 

4.1 Decision Tree Model 

 

The phase of model building began with specific actions that involved the making and 

training of a Decision Tree model. First, it was necessary to create an instance of the 

DecisionTreeClassifier, which is a popular decision tree-implementing tool in the Python 

programming language. 

                                                        

                                                        

4.2 Random Forest Model 

 

The model-building process continued with the development of a Random Forest model. 

Initially, the RandomForestClassifier of the sci-kit-learn library was initialized. It is well 

known that this classifier is resilient and capable of handling large more complex datasets. 

                                              

4.3 XGBoost Model 

 

The effectiveness and capability of this XGBoost model are outstanding, particularly for a 

huge amount of data. Therefore, as the initial step we called the XGBClassifier that is a 

powerful tool specially developed for implementing gradient boosting algorithms from the 

xgboost package.  

 

4.3.1 Hyperparameter Tuning Using Grid Search 

 

When it comes to hyperparameter tuning of the Decision Tree, Random Forest, and XGBoost 

models,  a grid search with cross-validation. This procedure consists of many crucial stages. 

First of all, the set of all possible combinations of hyperparameters is generated, wherein the 

values of the key parameters are stated. For instance, adjustments of such factors as 

max_depth, min_samples_split, and n_estimators are considered to determine the impact they 

have on the model. 

 

4.4 Feature Transformation 

 

.If the variance of predictors is too high, the method of normalization can be applied using 

PowerTransformer in sci-kit-learn. Essentially, this form of modification is especially 

beneficial when it comes to processes like linear models which are used where measures from 

testing are normally superficial.  It includes making the variance stable and transforming 

features into normality lies in a better and more reliable way of making the prediction thus 

enhances the capability of the models of making the prediction.  
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5 Model Evaluation 
 

The figure below shows the evaluation and results for the Decision Tree Model which 

includes the precision, recall, f1-score, accuracy, macro avg, weighted avg. Random Forest, 

XGBoost, and Decision Tree provide an awesome general accuracy with Decision Tree 

having  97% general accuracy and Random Forest and XGBoost having 98% general 

accuracy. 

 

 
Figure 7: Evaluation for Decision Tree  Model 

 
 

 

 
 

Figure 8 : Evaluation for Random Forest Model and XGBoost Model  
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