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1 Introduction 
 

This document provides detailed information about the kind of configuration required to 

perform the code. This document discusses both the software and hardware requirements to set 

up the environment.  

 

2 Environment 
 

This section provides information about  the software and hardware configuration required to 

the execute the code. 

2.1 Hardware Configuration 

Hardware specification used to execute the project is displayed using Figure 1. 

 

 
Figure 1 Hardware Configuration 

2.2 Software Requirements 

Python programming language is used to perform the research project. This python code was 

written using the jupyter notebook environment, which is interactive IDE to perform analysis 

and modelling. This is performed on python version  3 
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Figure 2 Jupyter Notebook Overview 

 
 

3 Packages Required 
 

Importing the necessary packages is the first step of the research, these packed can be 

installed using the pip command. Initially some packages such pandas, numpy and matplotlib 

are required to load the dataset and understand the data performing some operations which 

may require numpy. Other libraries can be loaded at the later stage of the project. 

 

 
Figure 3 Importing Libraries 
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4 Dataset Description 
 

Two datasets are being used in this research project, one dataset contains information about 

heat pumps1 and other contains information about weather2. Both the datasets are merged 

using excel based on a common column time stamp. 
 

 
Figure 4 Dataset Imported 

5 Data Preparation 
 

The data is being prepared by deleting all the null values and also performed feature selection 

afterwards the data is being divided into train and test set to train model.  

 

 
Figure 5 Feature Selection 

 
 
1 https://data.open-power-system-data.org/when2heat/latest/ 
2 https://www.renewables.ninja/#/country 

https://data.open-power-system-data.org/when2heat/latest/
https://www.renewables.ninja/%23/country
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Figure 6 Train and test split 

 

6 Model Preparation 
 

There are six machine learning model and two deep learning models used in this research. 

The six machine learning model are Random Forest, Gradient Boost, Decision Tree, KNN, 

Support Vector Regression and Vector Regressor and the two deep learning model are LSTM 

and MLP. 

6.1 Random Forest 

A Random Forest model was employed using 100 estimators, with a maximum depth of 10, 

and minimum samples split and leaf values set to 5 and 2, respectively. K-Fold cross-

validation (with 4 splits) was performed to evaluate the performance, using negative mean 

squared error (MSE). 

  
Figure 7 Random Forest 

6.2 Gradient Boosting 

A Gradient Boosting Regressor was used and wrapped in a MultiOutputRegressor to handle 

multi-output regression. The model was configured with 110 estimators, a learning rate of 

0.05, and a maximum depth of 5, with additional hyperparameters for controlling split and 

leaf size. K-Fold cross-validation (4 splits) was applied to evaluate the model, using negative 

MSE, and the computation time was recorded. After evaluation, the model was fitted and 

used to predict on the test set. 
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Figure 8 Gradient Boosting 

 
 

6.3 Decision Tree 

A Decision Tree Regressor was configured with a maximum depth of 8, a minimum sample 

split of 10, and a minimum sample leaf size of 5. K-Fold cross-validation with 4 splits was 

performed to evaluate the model using negative mean squared error (MSE) as the performance 

metric. After recording the computational time, the model was trained on the training set and 

used to make predictions on the test set.  

 
Figure 9 Decision Tree 

 
 

6.4 K – Nearest Neighbour (KNN) 

The K-Nearest Neighbors (KNN) Regressor was implemented with 7 neighbors and a distance-

based weighting scheme. Cross-validation was performed using K-Fold to assess model 
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performance using negative mean squared error. The computation time was recorded, and the 

model was trained on the training set before making predictions on the test set.  

 
Figure 10 KNN 

 

6.5 Support Vector Regression (SVR) 

A Support Vector Regressor (SVR) was employed using a radial basis function (RBF) kernel, 

with a regularization parameter C=1.0, an epsilon value of 0.1, and the gamma parameter set 

to 'scale'. The model was wrapped in a MultiOutputRegressor to handle multi-output regression 

tasks. K-Fold cross-validation (4 splits) was conducted to evaluate performance. 

 
Figure 11 SVR 

 

6.6 Voting Regressor 

A Voting Regressor was built by combining two base models Gradient Boosting Regressor 

and a Support Vector Regressor (SVR). This ensemble approach aggregates the predictions 

from both models to improve overall performance. The model was wrapped in a 

MultiOutputRegressor to handle multi-output regression tasks. The Voting Regressor was 

trained and evaluated using the test set using the evaluation metrics. 
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Figure 12 Voting Regressor 

 

6.7 Long Short-Term Memory (LSTM) 

An LSTM neural network was implemented for the time-series prediction task, consisting of 

two LSTM layers with 100 and 50 units, respectively. A Dense layer with 32 units and ReLU 

activation was added, followed by an output layer to predict the target variables. The model 

was trained for 50 epochs with a batch size of 32, using the Adam optimizer and mean 

squared error as the loss function. After training, predictions were made on the reshaped test 

data, and key evaluation metrics such as MAE, MSE, and R² were calculated. 

 
Figure 13 LSTM 
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6.8 Multi-Layer Perceptron (MLP) 

A Multi-Layer Perceptron (MLP) model was constructed using a series of dense layers with 

ReLU activation. The model architecture included layers with 256, 128, 64, and 32 units, 

followed by an output layer corresponding to the target dimensions. The model was trained 

for 50 epochs with a batch size of 32, using the Adam optimizer and mean squared error as 

the loss function. After training, predictions were made on the test set. 

  
Figure 14 MLP 

 
 

 


