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1 Introduction 
 

The goal of this document is to provide a step-by-step analysis of how the implementation was 

carried out. 

 

2 System Requirements 
 

Operating System Windows 11 Home 

Installed Memory 8.00 GB RAM  

Processor Intel(R) Core(TM) i5-10300H CPU @ 

2.50GHz 

Required memory for execution Google Colab (TPUv2, 334 GB RAM) 

Table 1: System Requirements 

 

Python programming language has been used and the entire code is executed on Google Colab. 

 

3 Project Development 

3.1 Setting up of Google Colab 

 

 
Figure 1: Mounting drive 

3.2 Upload original data on drive 

The original dataset should be uploaded on drive. 

 

3.3 Importing Libraries 
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Figure 2: Importing libraries 

3.4 Generating images using Custom GAN 

 

Custom GAN is inspired by SRGAN1, due to its architecture to generate high resolution 

images, similarly the Custom GAN architecture makes use of simple architecture to produce 

images of good quality. 

 

 Part 1: Loading images and applying transformation 

Before passing images to Generator, it is necessary to ensure that the images are       

preprocessed. 

 

Figure 3: Loading images and applying transformation for Custom GAN 

 
 
1 https://medium.com/analytics-vidhya/super-resolution-gan-srgan-5e10438aec0c 
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Part 2: Defining Generator Architecture 

 

The generator class consists of multiple convolutional layers with ReLU activations and batch 

normalization  to refine the image features. The output is an image with enhanced feature. 

 

 

Figure 4: Generator  

 

Part 3: Defining Discriminator Architecture 

 

The dicriminator is used to distinguish between real and generated images 

 
Figure 5: Discriminator 

 

 

 

 

 

 

 

 

 



 

4 
 

 

Part 4: Training the model 

 

 

 
Figure 6: Training function in Custom GAN 

 

 

 

 

Output 
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Figure 7:  Custom GAN Output 

 

Part 5: Checking the total count of original and generated images  

 

The ‘SRGANTRIALWORKSEED’ folder consists of Custom GAN saved images and 

‘Dataset’ folder consists of original images. 

 

 
Figure 8: Count of Custom GAN saved images and original images 

 

Part 6: Calculating SSIM 

 

The calculate_batch_ssim function calculates the SSIM score for each batch of real and 

generated images by calling the calculate_ssim function to compute the SSIM score for 

individual pairs of images within each batch and then averages these scores to provide an 

overall SSIM score.  
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Figure 9: SSIM  code 

 

 

Figure 10: SSIM  output 

 

Part 7: EDA of generated images and original images 

 

 
Figure 11: Code for EDA of Custom GAN and original images 
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Figure 12: EDA for Custom GAN and original images 

 

 

3.5 Creating GAN combined data 

 

Here, all images from original dataset are collected and then remaining images are taken from 

‘SRGANTRIALWORKSEED’ folder which has the Custom GAN saved  images, the total 

images are restricted to 7000 images due to high computational requirements 

 

 
Figure 13: Creating GAN combined data (part 1) 
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Figure 14: Creating GAN combined data (part 2) 

 

The ‘SelectedImageFINAL’ folder contains the GAN combined data and is used further for 

the research, for the modelling part. 

3.6 Modelling 

3.6.1 ResNet50 + KNN classifier 

 

The images are preprocessed and then passed to ResNet50 for feature extraction and then 

passed to KNN classifier for classification. The images are normalized and enhanced by 

increasing the brightness 

 

 
Figure 15: Preprocessing 
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After preprocessing, the images are splitted into train and test in a ratio of 80:20. 

 

 
Figure 16: ResNet50 for feature extraction 

 

Grid search is set up for KNN classifier for parameters like, n_neighbors, weights and metrics. 

The best parameter found is used for prediction of test set. 

 

 
Figure 17: ResNet50 with KNN classifier 
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3.6.2 InceptionV3 +KNN 

 

The images are preprocessed and then passed to InceptionV3 for feature extraction and then 

passed to KNN classifier for classification  

 

 
Figure 18: InceptionV3 with KNN classifier 

 

3.6.3 Inceptionv3 

InceptionV3 is used and  additional layers2 are added and top 20 layers are unfrozen for fine 

tuning. The model is trained for 10 epochs using Adam optimizer and  loss function. 

 
 
2 https://medium.com/@armielynobinguar/simple-implementation-of-inceptionv3-for-image-classification-
using-tensorflow-and-keras-6557feb9bf53 
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Figure 19: InceptionV3 

 

 

3.6.4 ResNet50 

 

ResNet50 is used as a base model and few layers are added on top of the model.3 

 

 
Figure 20: ResNet50  

 
 
3 https://medium.com/@nitishkundu1993/exploring-resnet50-an-in-depth-look-at-the-model-architecture-
and-code-implementation-d8d8fa67e46f 
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3.7 EDA (ACCURACY) 
 

 
Figure 21: EDA of accuracy metric for all 4 models  

 

 
Figure 22: Accuracy graph for all 4 models 

 

 

4 Replicating the base paper 
 

(Kumar and Bansal, 2023) was chosen as the base paper, because the dataset used in this 

paper is taken as the original dataset in the current research. 
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Figure 23: Base paper 
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