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1. Introduction 

This paper focuses on the preview of dog emotion detection at a young age using deep learning 

techniques such as 2D-CNN, Vision Transformer, ResNeXt-50, and EfficientNet B3. The objective of 

the proposed research is to evaluate the efficiency of the above models in identifying and categorizing 

various emotional conditions in dogs from images. 

2. System Configuration 

The implementation of this project was carried out on Google Colab, utilizing its cloud-based servers. 

The system configuration included: 

- CPU: Intel(R) Xeon(R) CPU @ 2.00GHz 

- GPU: Tesla T4 with 2496 cores and 15GB DDR5 VRAM 

- RAM: 51GB available 

- Disk Space: 201GB available 

3. Data Collection 

The data set applied in this research was obtained from Kaggle1 and arrived in images of dogs 

expressing various feelings which included anger, sadness, and even happiness. The first dataset 

included about 15000 images, and 4500 samples were chosen for this project to determine the emotional 

state of dogs per the project’s targets and constraints in terms of computational capacity. Such selection 

process created basis for focused work on a large but not overwhelmingly large number of samples 

which is crucial for detailed analysis and building of effective models. 

 

 

 

 

 

 

      Figure 1 

 
 
1 https://www.kaggle.com/datasets/devzohaib/dog-emotions-prediction 
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4. Environment Setup 

The dataset was downloaded, unzipped, and uploaded to Google Drive to ensure accessibility and 

ease of execution across different machines. Google Colab's predefined code was used to mount 

Google Drive, ensuring data security and efficient processing. 

 

 

 

 

 

 

 

 

 

      Figure 2 

5. Data Exportation 

All necessary Python libraries, including TensorFlow, PyTorch, and other auxiliary libraries, were 

imported to facilitate model training and evaluation. 

 

 

 

Figure 3 
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6. Exploratory Data Analysis 

For this context, two techniques identified as Dog Detection and Dog Tracking are applied In 

this project to process image of dogs in different emotions including anger, sadness, and 

happiness. First, in the Dog Detection step, an image is forwarded into a machine learning 

model called YOLOv5 for detecting the Dog. This model processes the images in the batches, 

identifies the dogs and the coordinates and the degree of assurance of the identification into a 

JSON file. These include coordinates of the bounding box around the dog and a score 

representing the model’s confidence that the object recognized as a dog.  

 After the detection, there is the Dog Tracking step executed in the proposed system. This is 

done with the help of a tracking algorithm known as DeepSORT which then helps in tracking 

the motion of each of the detected dogs in the frames of the images. From the bounding boxes 

coming from the detection results, it modifies the position of each dog to track the continuous 

movement of the dog in the video. The tracking results are also stored in a JSON file as the 

path a particular dog takes and the feelings of the dog during the sequence. These steps are 

necessary to observe the behaviors or possible links between dogs’ movement and certain 

emotions. 

 

     Figure 4 

 

     Figure 5 
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    Figure 6 

7. Data Pre-processing 

The dataset was split into training, validation, and test sets using a predefined ratio. This code is used 

to pre-process images of dogs for a machine learning model, which aims to identify such emotions as 

anger, sadness, or happiness. It loads tracking results, then resizes images and their formats for the 

model, and normalizes them to get better performance. A function takes each image and preprocesses 

it with the help of parallel processing. The emotions are assigned numerical values and the output data 

is divided into training and validation set so that the new images can be effectively detected by machine. 

Last of all , the processed data is kept for use in training in order to simplify subsequent steps when 

training the model. 

 

     Figure 7 
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     Figure 8 

8. Data Transformation 

After pre-processing, the training dataset underwent data transformation, including random flips, 

normalization, and resizing to fit the input requirements of different models. 

 

     Figure 9 

9. Data Modelling 

Three models were used in this research: 2D CNN, Vision Transformer (ViT),  ResNeXt-50 and 

EfficientNet B3. Each model was trained with specific configurations and hyperparameters tailored to 

optimize performance on the emotion detection task. All the models were saved as .pth files in a 

designated folder. 
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     Figure 10 

 

 

     Figure 11 

10. Model Training 

Each model underwent extensive training with both pre-processed data. The best-performing models 

were saved for evaluation based on accuracy, loss, precision, recall, and F1 scores. 
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      Figure 12 

11. Model Evaluation 

Evaluation Techniques included: 

- Accuracy: Measures the proportion of correct predictions. 

- Confusion Matrix: Displays the number of correct and incorrect predictions for each class. 

- Precision and Recall: Precision measures the accuracy of positive predictions, while recall measures 

the ability to identify all positive instances. 

- F1 Score: The harmonic mean of precision and recall, providing a single metric for model 

performance. 

Results for 2D CNN, Vision Transformer (ViT), and ResNeXt-50 were detailed. 

 

Conclusion 

This study pointed out on how deep learning models are useful in recognizing emotions of a dog that 

are portrayed in a picture. The research also points to the fact that despite the models’ ability to produce 

the results satisfactory, the addition of a larger sample size, incorporating images of more diverse types 

and fine-tuning of parameters would lead to the increased model accuracy and performance. Thus, the 

need to develop better computational methods and strengthen data analysis to improve the efficiency of 

factors leading to emotion detection in real-life situations. 


