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Pooja Rajesh Garje
22241001

1 System Configuration

This project is implemented on a system with 12th Gen Intel(R) Core(TM) i5-1235U
processor.It has intel iRIS graphics, 16 GB of RAM, and working on 64-bit system.

Figure 1: System configuration

2 Software requirement

We used below softwares for the project:

1. Anaconda 3.11.4

2. Python 3.12.1

3. Jupyter Notebook 7.0.8
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Figure 2: Software Requirement

3 Python Libraries

Here is a list of the main Python packages used in the project:

1. TensorFlow

2. PyTorch

3. Torch Geometric

4. OpenCV

5. Augmentor

6. scikit-learn

7. matplotlib

8. seaborn

9. torchvision

10. scikit-image

11. numpy

12. Pathlib

These packages can be installed using pip in the Jupyter Notebook. This list covers
all the major dependencies required for implementing the CNN, GNN, and traditional
machine learning models in the project.
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4 Dataset Extraction

• The dataset is provided by the ISIC Archive, a well-known repository for dermato-
logical images.It is publicly available on Kaggle.com .
Original dataset link: https://www.kaggle.com/datasets/nodoubttome/skin-cancer9-
classesisic

• There are a total of 2,357 images that include 2,239 pictures for training and 118
ones for testing it offers a vast source in relation to precisely identifying different
variations of cancerous tumors affecting the skins.

The dataset was downloaded using the following steps mentioned in Figure 3.The zip file
for the dataset is downloaded after executing the below commands. It is stored locally on
the system for further model implementation.The path to the folder of the source dataset
will change according to the location where the dataset folder is stored.

Figure 3: Dataset extraction

5 Data Pre-processing

The data preprocessing involves resizing the images, normalizing the pixel values, and
performing data augmentation.

5.1 Data Augmentation

As shown in Figure 4 augmentation techniques like random horizontal flips and rotations
are applied to enhance the dataset.

Figure 4: Dataset Augmentation
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The study was carried out on two separate datasets, the original data (Non-augmented
data) and the Augmented data. The distribution of the dataset after augmentation is
given in Figure 5.

Figure 5: Data count after augmentation

6 Model Training and Implementation

This study aims at improving the diagnosis of skin cancer through the development of an
image segmentation and classification method based on Graph Neural Network (GNN),
comparing its results with Convolutional Neural Networks (CNNs) along with traditional
machine learning models.The model was first trained on the training and validation data.
And only the best model was evaluated on the original test set which comprised of 118
images.The data augmentation step is just performed in the CNN model code and the
same augmented data is used by all the models for training. The 22241001.py file in ”code
artefacts.zip” folder contains the implementation code for all the six models step-by-step.

Hyperparameter Settings:

• Learning Rate: 0.001

• Batch Size: 32

• Epochs: 25

• Optimizer: Adam

• Loss Function: Cross-Entropy Loss

6.1 Convolutional Neural Network(CNN)

The CNN model is trained using the Adam optimizer and cross-entropy loss. The train-
ing loop processes images in batches and updates the weights accordingly.

The model trained on train and validation sets. A detailed classification report and
heat map of confusion matrix is printed to analyse the performance of the model for every
class.Below figures show the results for CNNmodel with input images resolution(200,200).
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6.1.1 Performance of CNN on Original data and Augmented data

Figure 6: CNN - Classification report (Original data)

Figure 7: CNN - Confusion matrix (Original data)

Below are the results of CNN model on the augmented data:

6.1.2 Evaluation of CNN

As per the results the best performing model was CNN. The model was finally evaluated
on the unseen Test data to validate its reliability.
The Figure 10 is the confusion matrix of the CNN model on test data.
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Figure 8: CNN - Classification report (Augmented data)

Figure 9: CNN - Confusion matrix (Augmented data)
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Figure 10: Confusion Matrix

6.2 Graph Neural Network(GNN)

The model trained on train and validation sets. A detailed classification report and heat
map of confusion matrix is printed for validation set to analyse the performance of the
model for every class. Results for GNN model with input images resolution(200,200).

6.2.1 Performance of GNN on Original and Augmented data

The Figure 11 and Figure 12 show the results of GNN on original data.
The Figure 13 and Figure 14 show the results of GNN on augmented data.

Figure 11: GNN - Classification report (Original data)
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Figure 12: GNN - Confusion matrix (Original data)

Figure 13: GNN - Classification report (Augmented data)
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Figure 14: GNN - Confusion matrix (Augmented data)

6.3 Machine Learning Models

The machine learning models were trained on training and validation data. A detailed
classification report and heat map of confusion matrix is printed for validation set to
analyse the performance of the model for every class.Below figures show the results for
machine learning models with input images resolution(200,200).

6.3.1 Logistic Regression

The Figure 15 and Figure 16 show the results for Logistics regression.

Figure 15: Logistic Regression (Original data)
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Figure 16: Logistic Regression(Augmented data)

6.3.2 Random Forest

The Figure 17 and Figure 18 show the results for Random Forest.

Figure 17: Random Forest (Original data)

6.3.3 K-Nearest Neighbor

The Figure 19 and Figure 20 show the results for Random Forest.
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Figure 18: Random Forest(Augmented data)

Figure 19: K-Nearest Neighbor (Original data)
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Figure 20: K-Nearest Neighbor(Augmented data)

6.3.4 Decision Tree

The Figure 21 and Figure 22 show the results for Random Forest.

Figure 21: Decision Tree (Original data)
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Figure 22: Decision Tree (Augmented data)
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