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Abstract

This work aims at reviewing and analysing how machine learning models can be used to improve
various aspects of operation in business. This involves scheduling of personnel, demand
forecasting, menu mix, and supply chain management. The Logistic Regression technique is used
for forecasting the demand for products with greater accuracy, better inventory controls and
resource allocation through effective demand forecasting. Gradient Boosting Regression is used
in menu optimizations, designed to achieve maximum profit by responding to operations and
consumers’ preferences. Random Forest Regressor helps in case of staff scheduling issues, making
workforce planning and utilization more effective by using algorithms. This project also taps on
the use of new technologies for supply chain management with aims at enhancing purchasing
strategies for supply and inventory management for increased efficiency. By means of these
applications, it shows how state-of-the-art machine learning models can make difference in the
efficiency of operations in a business, as well as in the strategic support of a variety of business

activities.
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Chapter 1: Introduction

1.1 Introduction

Economies of operation are important for the restaurant business for it to be competitive and
profitable. It becomes very challenging to apply classical approaches toward various complex tasks
associated with the restaurants’ management as the number of various aspects to be managed rises.
Machine learning is seen as a possible solution that holds even better approaches and mechanisms
to improve the decision-making process. This study aims to discover the field of using machine
learning for restaurants to improve the restaurant’s operational performance including demand
forecasting, menu optimization, scheduling of staff, supply chain, and optimizing customer
satisfaction. To develop different solutions and recommendations, the study seeks to embed
machine learning algorithms, making it possible to offer tangible findings and recommendations
that will enhance business operations and customers’ perceived value in the restaurant market

space.
1.2 Background

Restaurant trading is very sensitive to the global economy because it contributes to creating
employment opportunities and food diversities. Nevertheless, the industry has been subjected to
some challenges such as customers’ varying demand, inventory, and staff scheduling and ensuring
service quality. The management of these operations in the past has always involved the use of
heuristics and manual means which are most of the times very inefficient. Technology most
especially machine learning brings solutions to these challenges as follows. Superiority in handling
large datasets to recognize trends and patterns to make proper forecasts and improve several areas
of the restaurant business. For instance, demand forecasting using machine learning helps in
predicting the stream of customers to improve inventory and staffing arrangements. In the same
way, machine learning improves menu optimization by using information from customers and the
sale of their products to recommend the most profitable and demanded foods. Total working force
management can also be enhanced by predicting one peak time and matching it with the available

employees.




There is the enhancement of the procurement process and the inventory management process as
some of the benefits of machine learning in supply chain management. The improvement of the
customer experience through analysis of opinionated views and recommendations of what may
meet their preferential tastes is another critical use. While bringing these innovative technologies
into practice, the restaurant industry has the potential to enhance its productivity and effectiveness,
improve the customers’ satisfaction rates, and escalate its revenue levels. This research focuses on
these applications as it seeks to give a detailed description of how machine learning can transform

restaurants.
1.4 Aim and objectives
1.4.1 Aim

This research aims to investigate the application of machine learning techniques to optimize

restaurant operations and enhance customer satisfaction.
1.4.2 Objectives

e To develop machine learning models for accurate demand forecasting, enabling better
inventory management and resource allocation

e To implement menu optimization strategies using machine learning algorithms, focusing
on maximizing profitability and aligning offerings with customer preferences

e To design and evaluate staff scheduling solutions that utilize predictive analytics to
improve workforce management and productivity

e To enhance supply chain management through machine learning applications, improving

procurement processes, inventory control, and overall efficiency
1.5 Research question
The research questions of this project are as follows:

1. How can machine learning models be developed and applied for accurate demand
forecasting to improve inventory management and resource allocation in restaurants?
2. What machine learning algorithms and strategies can be implemented for menu

optimization to maximize profitability and align offerings with customer preferences?
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3. How can predictive analytics be utilized to design and evaluate staff scheduling solutions
that enhance workforce management and productivity in the restaurant industry?

4. In what ways can machine learning applications improve supply chain management,
including procurement processes, inventory control, and overall operational efficiency in

restaurants?
1.6 Research hypothesis

HO (Null Hypothesis): There is no significant improvement in operational efficiency and customer

satisfaction in the restaurant industry through the application of machine learning techniques.

H1 (Alternative Hypothesis): The application of machine learning techniques significantly

enhances operational efficiency and customer satisfaction in the restaurant industry.
1.7 Rationale

The justification for this research stems from the fact that the restaurant business space particularly
suffers from market competition and increasing customer demands which call for organizational
developmental change and enhancement in operational procedures. Inefficiencies in acquiring and
allocating resources continue to remain a thorn in traditional techniques due to rigidity, especially
in ever-changing markets. This brings the applicability of machine learning as a potential solution
to these challenges given it implies the application of big data in some of the core competencies,
for instance, demand forecasting, menu optimization, staff scheduling, and supply chain.
Theoretically, this research seeks to establish how the implementation of machine learning
innovations in these fields can result in increased efficiency, decreased costs, and therefore
improved customer satisfaction. The research aims to enrich the current knowledge concerning the
effectiveness of applying advanced technologies into the restaurant environment to achieve

sustainable business development and optimal functionality.

Machine learning in supply chain management can create that positive change that mobilizes the
chain resulting in reduced cost and better service. Improving customer satisfaction is another major
reason, as this case would include recommendation and sentiment analysis to lure the customers
into patronizing the business more often. This research will provide a systematic look into these

applications, to show how the use of machine learning can yield real solutions to challenges

11




encountered in the restaurant business. The aim of this work is to provide significant insights into
the role of machine learning in enhancing the restaurant’s performance and making a positive
contribution to the existing knowledge base; while on the practical level, a set of recommendations
for the effective management of the restaurant’s operations and their improvement with the help

of machine learning are provided.
1.8 Scope of research

This research’s main interest is in establishing actual uses and potential repercussions of machine
learning when applied to the restaurant business. The focus includes a general overview of the
various machine learning approaches that can be used for solving the main important problems
within the restaurant business, such as demand forecasting, menu optimization, staff scheduling,

and supply chain management.

Literature review and empirical research concerning trends, threats, and opportunities of applying
machine learning in restaurants will be analysed in the study. As part of it, it is necessary to design
and assess the validity of selected machine learning models adapted to the peculiarities of the

restaurant’s operations.

Qualitative and quantitative research approaches are used to collect data from restaurant
stakeholders, industry experts and data sources. In order to conduct the research and implement
and test the best machine learning models, this research employs computational tools and
programming language Python with the support of machine learning libraries such as TensorFlow

and sci-kit-learn.

Concerning the study area, the research will cover a wide range of restaurants including
independent restaurants as well as big chains to establish broader conclusions on the effects of
overemphasis on operational efficiency. Privacy and disclosure of the participant’s identity will be

maintained to avoid violating their ethical rights in the collection and analysis of the data.
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1.9 Structure of the report

e Section 1: Introduction

s Section 2: Literature Review

Section 4: Result and analysis

e Section 5: Discussion

e Jection 6: Conclusion and Future Directions

Figure 1.9: Structure of report
1.10 Summary

This research intends to investigate the disruptive nature of machine learning in the restaurant
business with the view of improving the efficiency of various processes within the system as well
as the satisfaction of the customers. Introduction chapter points to the importance of the research
arguing for the necessity of new ideas in the management of restaurants in the context of the
intensifying competition and customers’ expectations. This study aims to explore machine learning
approaches including demand forecasting, menu optimization, staff scheduling, and supply chain
management to respond to the main problems of restaurants. Hypotheses given in this paper imply
that with the help of machine learning, the processes might be optimized substantially, and the
clients’ experience might be enhanced. Rationale section provides more focus on implementing
new technologies as a way of satisfying the market needs. In terms of the coverage of the study,
the subject includes a wide analysis of multiple types of restaurants, and the research uses a mixed
approach to data collection to gain the most significant and comprehensive results. This research

13




seeks to provide valuable information of benefit to restaurant operators in the achievement of

lasting business advancement and enhanced operations by adopting machine learning.

14




Chapter 2: Literature review

2.1 Introduction

This literature review section looks at the state of the extant literature to briefly introduce readers
to previous studies on using machine learning in restaurants. This paper also explains the
importance of studying this particular subject in the context of the current changes that are being
witnessed in the hospitality industry. This section will focus on identifying the literature about the
various applications of machine learning in restaurants including demand forecasting, menu
optimization, scheduling of officers, and supply chain management. Therefore, this review aims
to synthesize and critically discuss past literature to establish trends, emerging problems, and
development in the field. Knowledge of these findings will form the basis of the study to offer
viable suggestions and consider the possibilities of any research gaps to be covered. This paper’s
introduction emphasizes the need to adopt Machine learning technologies to build efficiencies for

operation, customer satisfaction, and innovations in managing restaurants.
2.2 Historical research on existing paper

The literature review therefore avails a historical analysis of the literature existing on the
application of machine learning in the restaurant business within the last decade. In the early
research works, authors have regarded the application of machine learning in enhancing the
different operational processes, which are significant in the management of restaurants.
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Figure 2.2.1: Research on existing paper
(Source: Self-Created)

Demand Forecasting: First, the focus of demand forecasting studies was on increasing the
accuracy of the results within the framework of the traditional time-series approach. In the long
run, the incorporation of machine learning algorithms added valuable cognition to the models,
which helps in incorporating other data sets rather than the sales history alone. For example,
current models take hold of such factors as weather conditions, events in the region, and the rates
of economic growth as factors that can influence the customer’s desire. In the case of inventory,
these advancements do not only apply to better control and stock management but also to better
utilization control and staffing as well.

Menu Optimization: Early scholarly work was confined to the different aspects of menu
engineering which sought to enhance the profitability of the products and customers’ satisfaction.
Recent developments in the research have introduced a system for recommending menus based on
machine learning. These algorithms consider aspects such as the customers’ past choices, and real-

time feedback, and compare them to a set database to change the menu instantly. Besides, this
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targeting increases customer satisfaction and simplifies the organizational process of preparing
meals by increasing control over the usage of ingredients and minimizing the consumption of

excess supplies.

Staff Scheduling: For scheduling the staff, previous strategies involved fixed shifts with
occasional changes depending on expected business. Fortunately, machine learning has taken a
big word in this regard by allowing the formulation of models for optimization that incorporate
several factors such as employees’ availability, their skills, their rates, and the expected traffic of
customers. These models are able to change schedules to match the actual demand patterns as they
occur in real life and enhance the usage of the workforce and satisfaction level among employees.

Supply Chain Management: The applications of machine learning in supply chain management
have mainly been used in procurement, inventory management, and supplier management. Current
statistics are used by intelligent systems to forecast quantities required, stock balances, and thus,
procurement arrangements to achieve a better fit. Furthermore, the application of technologies
such as blockchain promotes the idea of authentication thus improving compliance and possible

issues that may arise in sourcing and distribution.

Customer Experience Enhancement: Current literature has focused on the use of machine
learning in analysing customers’ sentiments by performing sentiment analysis on online reviews
and social media interactions. Such intelligence helps restaurants understand how they should
communicate with the customers, what the customers would likely prefer, and how they need to
advertise. In general, customers’ attitudes can be subpoenaed to understand and improve their

expectations, remedy problems before they are brought up, and increase patronage.

Challenges and Opportunities: Some problems have not lost their actuality at the present stage of
the development of the discipline, namely the problem of privacy, the requirements for
infrastructures, and staff. Solving these issues is crucial for achieving the potential of machine
learning use in restaurants. Future research ideas consist of expanding the analysis of the potential
new technologies in the restaurant, fine-tuning the current models, and investigating challenges
unique to each industry to obtain the greatest results from the use of machine learning in the

restaurant field.
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A historical review of machine learning in the restaurant industry points to positive changes in the
efficiency and customers’ satisfaction of restaurants and the establishment of competitive
advantage. This section reviews the previous literature in order to determine the current trends,
potential issues, and future research directions for the utilization of machine learning in restaurant
management.

2.3 Thematic analysis
2.3.1 Machine learning models for demand forecasting

The key area of emphasis in analysing the inventory levels and resources adopted in the restaurant
business is demand forecasting. Historical techniques generally fail in the enumeration of the
dynamics of demand affected by various factors in the external environment. That is why the
problem can be effectively solved in the framework of machine learning (ML) models that use
several sources of data and more complex algorithms to get more accurate results. For instance,
Spiliotis et al. (2022) provided evidence of how timely and accurate forecasting can improve

restaurants’ demand using machine learning.
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Figure 2.3.1: Demand forecasting
(Source: Spiliotis et al. 2022)

The applicability of ML models is to work effectively and efficiently with big amounts of historical
sales data along with outside factors like weather, events, and other important economic indices.
However, being the dataset diverse, the ML algorithms can analyse these datasets and come up
with complicated patterns and relations that cannot be disclosed using traditional methods. Thus,
the above capability helps restaurants effectively foresee the demands’ changes, and diminish
excess and shortages in inventory. It also helps to optimise organisational functions with the result
that cost control is advanced through a better match between resource mobilisation and projected

consumer patronage.

Transition to ML-supported demand forecasting enables restaurants to apply price ceilings and
floors, and pricing promotions based on the algorithm. This becomes very convenient as changes
regarding markets or customers’ preferences can be met with dear reactions hence ensuring
maximum revenues. Concerning demand forecasting, by using ML models restaurant
organizations can gain a competitive advantage in an industry that heavily relies on timeliness and
efficiency of operations as well as an ability to satisfy the growing, yet unpredictable needs of

consumers.
2.3.2 Menu Optimization Strategies

Some of the key practices in menu optimization include using algorithms based on ML to boost
profitability while meeting the customers’ changing demands. Also, Chu et al. (2023) discussed
options for developing a recommendation for a personalized menu based on the results of
comprehensive customer studies. These algorithms then use historical order data, feedback from
the customers, and customer demographic data accurately to estimate the customers’ preferences.
By focusing on the identification of customers’ micro-level preferences, restaurants may target

improving satisfaction levels directly, along with increasing the sales of high-margin foods.
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Figure 2.3.2: LMP routing of expectation
(Source: Chu et al. 2023)

Mirmozaffari et al. (2020) pointed to the importance of the strategic management of menus to
enhance, not only the profit margins deservedly achieved but guest satisfaction as well. This entails
unique classifications of available meals on the menu, probably in terms of popularity, and
profitability, along with seasonal patterns deemed appropriate from the ML analysis. The current
place of placing potential menu items and the scheme of pricing policies can be regarded as the
major factors that affect customers’ decisions and do not harm a restaurant's organizational
effectiveness. The fact that ML is capable of learning from customer interactions, it becomes easy

for restaurants to update their menus flexibly in response to changes in the market.
2.3.3. Predictive analytics in staff scheduling

Another benefit of using predictive analytics is in the area of scheduling the number of staff to

offset the variability of customers’ extent of consumption while seeking to achieve maximum
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employee productivity. Feng et al. (2021) explained that in design the models where the
optimization considers the employee’s preference, the skill level of the employee and the cost of
the employee will ensure that the right schedules are used. Historical data on the restaurant
business can be used to apply predictive algorithms that alert the restaurants when they are likely
to be busiest and therefore need more employees on board. This proactive strategy eliminates the
need to make additional hiring during busy periods and helps avoid high staffing turnover rates,

thus increasing effectiveness and the level of staff satisfaction.
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Figure 2.3.3: integrated workload and planning framework
(Source: Shi et al. 2023)

Shi et al. (2023) further developed this concept by applying dynamic scheduling solutions together
with machine learning algorithms that would be able to develop a response to the volatile demand
patterns in real time. Such systems help restaurants in the efficient allocation of resources in terms
of human resources needed at different time intervals without jeopardizing the staffing standards
or falling short of them. Through the application of scheduling decisions regarding such tasks in
harmony with the expected demand, restaurants are in a position to enhance eaters’ experiences
without the need to reduce the quality of service since most of it can be done during less busy
hours thanks to the applied robotic mechanism. It also helps improve operational flexibility while
simultaneously introducing effective and efficient techniques for the proper management of

labour.
2.3.4. Supply chain management efficiency

ML applications of the supply chain are focused on procurement operations, stock, and branding
tasks. cost control, and other managerial activities in the restaurant business. Oriekhoe et al. (2024)
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established the understanding of taxonomy by pinpointing ML applications can be employed in
the improvement of procurement by developing demand patterns. analysing suppliers’
effectiveness. Accordingly, the comprehensiveness of frequencies and actual consumers’ buying
Proper history used for training the ML algorithms has made the organizations to predict their
requirement for inventories. better than before and continued to adopt market trends to ensure that

stores did not hold large stocks that did not sell.
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Figure 2.3.4: ML use case in supply chain management
(Source: Aamer et al. 2020)

Hybridization of Machine Learning with blockchain for enhancing the flow of SC was also
recommended by Aamer et al. (2020). Information transparency & traceability. The advantages of
this strategy may be listed as follows; The use of *‘friends’ to spread information is effective since
the intended target is likely to receive the information from a trusted friend. purchased products as
well as shield the enterprise from the negative effects of disruption of the supply chain. For that
reason, one can now understand the proposal of integrating the provision of an unalterable record
through the application of blockchain, and in applying the given data by utilising ML the restaurant
could improve the implementation of identifying risky foods hence upgrading the sustainability of
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the food business. This hybrid solution does not only enhance the operational robins but also

creates consumers' and stakeholders’ confidence due to the proper supply chain management.

Papers have shown that machine learning’s systematic application in key operational areas, such
as demand forecasting, menu optimization, staff scheduling, and supply chain management,
contributes positively to restaurant efficiency and profitability. Using automation in an integrated
system to make forecasts and perform calculations, restaurants will be able to make better
predictions of the demand for their goods or services and more efficiently allocate their resources

to provide clients with the maximum value in a constantly changing market environment.
2.4 Theoretical framework

Theoretical background of this literature review includes synthesizing the general theoretical
notions that form the basis of the use of ML in restaurants. In other words, it uses concepts from
operations management, marketing, and information systems to identify how ML-integrated
strategies increase operational productivity and customer benefits. From the operations
management point of view, knowledge of supply chain, and inventory management offers a
theoretical underpinning for understanding how the procurement process and inventory control
could be done through the ML algorithms. When such functions are incorporated into the
restaurant’s processes, the efficiency of operations increases and so does the reliability of services

at a lower cost.

Consumer behaviour theories are the basis of a company in the deployment of ML models
especially in the improvement of menu and customer experience in marketing. From the analysis
of the data obtained from customers’ choices and buying behaviour, restaurants can ensure
consumers’ demands are well met. Information systems theories help explain the sort of
technology foundation that is necessary to the execution of ML in restaurants. Data integration is
another concept that helps to establish sound machine learning systems that protect personal data
while ensuring business sustainability and security from cyber threats. This theoretical context
defines the cross-functional character of ML solutions in the context of restaurant management
and their ability to bring fundamental changes into the field’s conventional practices while
providing a competitive advantage in the context of continuous changes in the market

environment.

23




2.5 Conceptual framework

Conceptual Framework

Independent Variables
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Figure 2.5.1: Conceptual framework
(Source: Self-Created)

Presented conceptual framework highlights the dependency of certain variables like Customer
Experience Enhancement and Menu Optimization on other variables like Operational Efficiency
Supply Chain Optimization and Inventory Management; Marketing efficiency including consumer
analyses and impact of marketing campaigns; and technological support such as data integration

and Cyber Security.
2.6 Literature gap

As the literature review demonstrates, previous research on applications of machine learning in
restaurants mainly explores the optimisation of costs and productivity improvements due to the

prediction of demand, optimisation of menus, rostering of employees, and management supplies.
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Yet, it is still possible to notice the lack of unified systematic works, where all these factors would
be jointly discussed in detail as the inseparable components of the efficient restaurant performance
optimization model. Although there are studies related to specific aspects of operation
improvement, including the use of quality in clients, and stock control there is a lack of
publications, which give systemic approaches for the use of all these aspects in combination.
Furthermore, the present scientific literature is not inclined to address the real-life difficulties and
enabler limitations that restaurant managers can face in the process of integrating machine learning

tools into the business workflow.

There is a lack of literature regarding the possible long-term issues and the ability to expand the
usage of machine learning-driven optimizations in different restaurants. Subsequent research
should focus on integrating these frameworks to show the relationships between demand
forecasting, menu engineering, staffing models, and supply chain systems. Further, the
methodological obstacles related to the implementation of the approach as well as the assessment
of the applicability of the machine learning models in different restaurants will be essential for the

further development and actual utilisation of the practice methods.
2.7 Summary

Literature review has, therefore, played a great role in giving the researcher a broader perspective
on studies done on the use of improvement of restaurant operations through machine learning. This
was followed by an explanation of the importance of operational efficiency in food services with
a focus on machine learning in aspects such as demand forecasting, menu selection, workforce
management, and inventory control. Literature reviews have depicted the transition from
conventional approaches to analytical and even modern machine-learning approaches with a

special focus on their ability to improve customer experience, revenues, and business efficiency.

Thematic analysis categorized the literature into four main themes aligned with the research
objectives: it is used in demand forecasting, optimizing the menu, scheduling of employees, and
managing the supply chain. All the discussed themes were focused on the research involving
restaurant contexts and ranged from the methods used and the results achieved through the

utilization of machine learning. The theoretical foundation highlighted the principles that
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supported such applications to show that business effectiveness emanates from operational

improvement and customer-oriented approaches.

It is important to fill these gaps to enhance closed-loop knowledge and facilitate the more
appropriate use of machine learning applications in the restaurant business. This section provides
a context for the methodology and empirical analysis proposed in this paper, with expectations of
adding to the growing existing body of knowledge on enhancing restaurant operations using
machine learning.
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Chapter 3: Research methodology

3.1 Introduction

Approach used in the study to examine how machine learning can be applied to improve restaurant
operations’ efficiency and the value that a restaurant offers to its customers consists of several
steps. Data collection occurs with data considered publicly available from sources including
Kaggle that encompasses demand forecasting, menu optimization, human resources scheduling
and supply chain management. However, the actual data cleaning, data normalization, and feature
extraction were performed next in preparation for analysis of the taken dataset. Some of these
include time series forecasting for demand prediction, menu clustering for optimizing menu and
the use of big data and predictive analytics for staff scheduling. The models are trained with the
historical data and subjected to tests such as cross-validation to strengthen the models. The
efficiency of applying these models to improve operations has been evaluated by key performance
indicators, and the impact on the use of resources, profitability, and satisfaction of customers are
also be examined. This methodical approach is all about offering sound recommendations and
efficient Customer implementations in the restaurant domain using the method of machine

learning.
3.2 Research approach

Approach towards the research concerning the utilization of machine learning for performing
predictive analytics and optimization of restaurant operations has been as follows, with all the
analysis being performed using Python. At the start, a literature review was carried out to get
insights into existing issues and known approaches that belong to the world of applied machine
learning to optimize restaurant operations (Puh et al. 2023). The data cleaning and data
normalization have been done using the library like pandas present in Python and the feature
selection has also been done. In the current study, there is a way in which exploratory data analysis
(EDA) carried out using matplotlib and Seaborn has helped reveal some patterns and data
relationships.

These models have been developed based on historical data and the hyperparameters have been
optimized using the grid search and cross-validation so that the models can be very accurate &

robust. Responsible performance has been estimated by using the kind of performance metrics
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including mean absolute error (MAE), root mean squared error (RMSE), and accuracy rates among
others (Kannan et al. 2021). The assessment of the fragmented models implies a change in resource
distribution and company profitability as well as an improvement of consumer satisfaction via

simulations and scenario development.
3.3 Research design

Research design for this study has been developed to cover the area of the use of machine learning
in the operations of restaurants and the satisfaction of customers. First of all, it is crucial to review
the existing literature to determine the existing trends and gaps concerning the application of ML
within the restaurant business (Oh et al. 2022). It has also guided the appropriate choice of machine
learning techniques and methodologies to be used. After this, data preprocessing was done using
Python tools; cleaning, normalization and feature engineering were done to enhance data quality.
As a preparation to generate individual models, Exploratory Data Analysis (EDA) has been
conducted to search and identify trends and patterns. Models created in this project have been
developed in Python using modules from the sci-kit-learn library The models have ranged from
time series forecasting for demand predictions, clustering for optimal menu and predictive
analytics for staff management (Harshini et al. 2021). Some of the models have been trained, and
tested, and cross-validation and hyperparameter tuning have been also applied in order to increase
the performance level of the methods. Newer techniques like Mean Absolute Error, Root Mean

Squared Error, along accuracies has all been used for the assessment of models.
3.4 Tools and techniques

It has used different tools and techniques mostly the Python programming language as tools in the
work. Before the modelling phase, data cleaning with normalization and feature preparation was
resolved by the use of Pandas and NumPy. EDA has previously employed matplotlib and Seaborn
to analyse the data visually in order to find a relationship pattern. Through sci-kit-learn, machine
learning models have been developed and implemented, and they include a time series model, a
clustering model and a predictive model (Yerragudipadu et al. 2023). There are various
TensorFlow and Keras working uses in tasks where deep learning has been applied. Each of the
models is then evaluated using the following metric measures; Mean Absolute Error (MAE), Root
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Mean Square Error (RMSE), and accuracy. Also, methods like cross-validation and the use of Grid

Search have enhanced the model performances hence the outcomes are reliable.
3.5 Data collection

This research utilises the ‘Fooddemandmain.csv’ data set taken from Kaggle following its aptitude
in providing a comprehensive view of various factors that influence food demand in Restaurants.
This set of data contains the following fields that are important for the predictive model: Some of
these fields include “id”, “week”, “center 1d”, “meal 1d”, “checkout price”, “base price”,
“emailer _for promotion”, “homepage featured” and “num_orders”. Therefore, the dataset has
been very well chosen with a specific specification to cover the objectives of demand forecasting
and the improvement of restaurant operations (Khan et al. 2020). The fields “checkout_price”, and
“base_price” offer a piece of information regarding the price change attribute of the product and
fields such as “emailer for promotion” and “homepage featured” depict the promotional side of
the product. The aggregated number of orders placed by the clients (implemented in the
“num_orders” variable) can then be utilized as the target for further demand prediction models.

Data preprocessing has been a big and crucial step to put the data in a form to be analysed.

This has been conducted in feature engineering process where new features are derived or those
existing features are transformed, hoping that they may lead to better models developed. The data
preparation of this task has used pandas and the visualization of the trends has been illustrated
using matplotlib and Seaborn. Many machine learning models have been developed using this type
of dataset to predict its future needs with a lot of precision (Ma et al. 2020). These include time
series, regression analysis and clustering approach which have been applied in analysing demand,
stocking, resource deployment among others The systematic approach of data collection from
Kaggle has therefore served as a backbone in developing strategies and solutions to tackle achieve

the research objectives and enhance operations of the restaurant business.
3.6 Data analysis

First of all, data cleaning has been performed cleaning the data before further analysis to make
them useful and appropriate for analysis. This has been loaded using pandas and NumPy and the
dataset has been checked for missing values, duplicates and inconsistencies. All the Null values
are dealt with properly, either through the imputation of the Null values or through the elimination
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of the records containing Null values as per the suitability. Also, cases of extreme values have
been spotted and dealt with to ensure that they did not distort the computed analysis results. It is
vital for the purpose of Exploratory Data Analysis to know these trends and associations in the
data set (Borowski et al. 2020). Descriptive statistics have been conducted with the help of
visualization tools like matplotlib and Seaborn. Checkout_price, base price furthermore the
number of orders has been described through these graphical variables such as histograms, box
plots, and scatter plots.

These are correlation analyses to determine the relationship between different variables. For
example, the study of the checkout_price variable has revealed the following regression with a
sensitivity analysis of the num_orders variable. Among the types of machine learning visualization
techniques, heat maps have been most effective in illustrating these correlations and potential
strong interconnections between two variables. Different kinds of machine learning have been
implemented in the sci-kit-learn package (Mehmood et al. 2024). Other models such as ARIMA
used for time series forecasting have been used to forecast the future demand for food. Multiple
linear regression analysis and decision trees have been used to analyse the effect of the independent
variables such as price and promotion on num_orders. There has been a look into clustering
algorithms-for instance, K-means to segment meals based on demand and subsequently help in
menu management.

Regarding assessing model performance, metrics such as mean absolute error (MAE), root mean
squared error (RMSE), and R-squared have been used. These codes also demonstrate that the
cross-validation techniques which have been adopted in developing the models are sound. Some

tuning is done to the various parameters to increase the accuracy of the model.
3.7 Ethical consideration

Ethical issues in research concerning machine learning for restaurant operations in the UK have
been thoroughly discussed, and the policies have been complied with. Regulations like the GDPR
have informed the acquisition, handling and management of data articulations. Such permission
has been sought where required subjecting the data subjects to the intended use of their
information. Protections of personal data and privacy have been incorporated to avoid cases of
unauthorized access or misuse of such information. All the principles in GDPR have complied
with the principles of fairness, transparency and accountability in the research study. This has been
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done through encryptions as well as through storage of the information in highly secure and
protected databases.

Ethical approval of the relevant human subject institutional review boards has also been obtained
to ensure that the research conforms to the research ethics principles and respects participants'
rights. As part of this approval process, there have been developments of concepts on data handling
which involve the outlines of risks likely to be faced by participants and the steps, which exist to
minimise the risks, in this case (Ali et al. 2023). Stakeholders have been engaged by ensuring that
outputs along with methods of conducting research are communicated in a clear manner to ensure
accountability and credibility to the participants, funding industries, and other related
organizations. Possible sources of bias have been also declared, and actions have been made to

reduce these factors at the stage of data gathering and analysis.
3.8 Summary

First step of the research was to find out current issues and state-of-the-art practices in the
restaurant industry. Information was acquired from Kaggle through the dataset named
“Fooddemandmain.csv”. Before feeding the data into the models, cleaning and normalization of
the data were done as well as feature engineering such as scaling and standardization of data.
Making use of exploratory data analysis, it was possible to discover deeper characteristics of the
data and the patterns that were present in it, as well as use this knowledge as a foundation for
introducing the models. Forecasting of demand through time series models was done using
evaluating metrics such as MAE and RMSE, models for regression/clustering were also created to
determine the best menus and effective staffing measures.

It is also necessary to mention the aspects of ethical considerations throughout the research in
compliance with the GDPR and overall protection of participants’ rights and fairness in data
collection. By going through the presented sections, the restaurant operators’ owners can obtain
valuable knowledge about improving the restaurant’s performance using the following angles:
carta pricing, resource management, and custom-made offers. This study provides a valuable
source for developing the application of machine learning in the hospitality industry, turns the
spotlight on operational efficiencies, profitability and the objective of meeting ethical values and

legal compliance in the United Kingdom.
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Chapter 4: Results and analysis
4.1 Introduction

Comparison of the three classification models Logistic Regression, Gradient Boosting, and
Random Forest shows the result of the models in terms of these five factors: accuracy, precision,
and recall. All models were assessed on their performance on leaving one out cross-validation in
terms of correct classification of instances, and treatment of positive and negative cases. Logistic
Regression as well as the Gradient Boosting were found to have high levels of precision and high
recall; hence, both models had a good way of identifying the true positives while minimizing false
positives and false negatives. Random Forest had the best accuracy, but its precision and recall
scores in particular were not as impressive as for the other models and could show further

development in the classification of specific cases.

4.2 Findings

Dataset Information:

<class 'pandas.core.frame.DataFrame’»
RangeIndex: 49999 entries, 8 to 49998
Data columns (total 9 columns):

#  Column Non-Null Count Dtype
8 id 49999 non-null inted
1 week 49999 non-null inte4
2 center_id 495889 non-null inte4
3 meal_id 495889 non-null inte4
4 checkout_price 495889 non-null floatsd
5 base_price 49999 non-null floato4
6 emailer_for_promotion 49999 non-null inté4
7 homepage_featured 49999 non-null inte4
g8  num_orders 49999 non-null inte4

dtypes: floated(2), inte4d(7)
memory usage: 2.4 MB
None

Figure 4.2.1: Data description

Dataset comprises different aspects of meal orders and it has identifier variables such as “id”,
“week”, “center_id” and “meal_id”. It includes one float field, checkout price and basic price, two
binary fields, an emailer for promotion and a home page featured offer. The “num_orders” field
stores the number of orders made, which is the key data to be used in tracking performance

indicators.
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Checking for missing walues in the dataset:
id 2]

week

center_id

meal_id
checkout_price
base_price
emailer_for_promotion
homepage_featured
num_orders

dtype: inte4

L=~ R I R R T e e

Rows with any missing values:

Empty DataFrame

Columns: [id, week, center_id, meal_id, checkout_price
Index: []

Figure 4.2.2: Checking missing values

In regards to missing values, each and every column of the dataset such as id, week, center _id,
meal_id, checkout price, base price, emailer_for_promotion, homepage featured and
num_orders have been through a thorough check. The above result shows that there is no missing
value in any of these columns and therefore confirms that the dataset is complete and can be used

for the subsequent stages of data analysis.

Descriptive statistics for numerical columns:

id week center_id meal_id checkout_price
count 4.999966=484 40000.8e6006 499990.800080 4299%.800060 49999, 866688
mean 1.2499632406 9.236785 82.685754 1982.486518 327.918588
std 1.443621=+405 5.873967 46.813835 543.379255 151.123844
min 1.6000002+06 1.086668 16.ee60e8 l1e62.600880 45.620060
25% 1.12585%2+06 5.o@c6oa 43,8060000 1543 . @6oeas 233.836088
50% 1.2583662+06 9.806000 77 .800000 1962 .666880 296.0860080
75% 1.3749962+06 14.086668 116.ee60e8 2494, @66ean 438.560000
max 1.4999942406 18.00060608 186.e606088 2867 .000880 726.5360688
base_price emailer_for_promotion homepage_featured num_orders
count 499990068808 40999, geacoa 49990, 000880 49095, 008808
mean 349.247681 0.685082 6.120343 272.824128
std 151.6861322 0.279666 B8.335582 498.478676
min 72.750808 0.6e0008 6.800880 13. 600660
25% 243 .5308600 0.6e0008 6.800880 54.600060
S8 363.4%0608 o.Goeaoe 0.eooaee 136.a0ee008
75% 454 .938608 0.6e0008 6.800880 324, 668800
max 728.530000 1.600008 1.000888 24200, 880600

Figure 4.2.3: Descriptive statistics of chosen data

Analysis of descriptive statistics for the given dataset shows that the values within statistical
columns vary greatly. Some of the important values involve the mean amount values of
checkout_price which is 327.260, and the maximum number achieved was 1026.53, and an overall
mean call of 57.272.
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Total Number of Orders

1e6

Total Number of Orders by Meal ID

Figure 4.2.4: Bar graph of the total number of order

Total number of orders is shown in this bar graph with different colours representing meal 1D

information. Order Meal Total Order values are plotted on a plane where Meal 1Ds are placed on

the x-axis while the y-axis contains the total order values. The bars which are in sky blue color

enable distinction of order frequency differential by meals. This way, the fluctuations in sales of

meals suggest which menu items are preferred or less desired and help to control portioning and

stock.

Number of Orders

Checkout Price vs Number of Orders
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Figure 4.2.5: Scatter plot for checkout price and number of orders

Figure 4.2.5 represents this particular data value of checkout price and number of orders is the

scatter plot where the x-axis represents the checkout price and the y-axis represents the number of

orders. Each marker refers to one record, with check-out prices on the horizontal axis and the

number of orders along the vertical. The blue points, with white edges, are spread over the stripped

bars of the plot highlighting the trends and outliers of the variables considered.

34




Base Price vs Number of Orders
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Figure 4.2.6: Scatter plot for base price and number of orders

Points in this scatter plot represent the number of orders with respect to the base price. The

distribution of the points shows clustering, which means that by increasing or decreasing the base

price, new order volumes may be affected in a specific pattern or trend. It also helps clarify where

the technologies of commission type are within the overall network.

Correlation Matrix

1.00
id 0.00 0.01 -0.00 0.00 0.00 0.00 0.00 0.01
0.75
week - 0.00 1.00 0.01 0.01 0.01 0.00 -0.01 -0.03 -0.03
-0.50
center_id - 0.01 0.01 1.00 0.01 0.01 0.00 0.02 -0.01 -0.04
meal id - -0.00 0.01 0.01 0.00  -0.01 0.01 0.03 0.01 025
checkout_price - 0.00 0.01 0.01 -0.00 0.03 -0.08 -0.28 -0.00
base_price - 0.00 0.00 0.00 -0.01 0.16 0.02 021 | 025
emailer_for_promotion -  0.00 -0.01 0.02 0.01 0.03 0.16 1.00 0.30 0.23
--0.50
homepage_featured - 0.00 -0.03 -0.01 0.03 -0.08 0.02 0.30 0.28
—0.75

num_orders - 0.01 -0.03 -0.04 0.01 -0.28 -0.21 0.23 0.28
' ' ' ' | ' ' ' -1.00

num_orders.

base_price
emailer_for_promotion
homepage_featured
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Figure 4.2.7: Correlation matrix

Above heatmap illustrates the correlation coefficients between the numerical attributes of the
dataset and the values range between -1 and 1; the direction gains a positive influence if the
correlation is positive and negative if the correlation is negative. The areas that indicate positive
correlations are in warm and areas that indicate negative correlations are in cool hues. Annotated
values come in handy in giving the exact correlation coefficients, while the grid lines enable clear

and easy reading.

Accuracy: 8.9193333333333333
Confusion Matrix:
[[7712 1368]
[2858 2878]]
Classification Report:

precision recall fl-score  support

8 8.73 &.85 8.79 9672

1 g8.69 8.52 g8.59 59238

accuracy a.72 1coaa
macro avg 8.71 .68 8.69 156ead
weighted avg e8.72 e.72 8.71 15688

Figure 4.2.8: Classification report for the Logistic Regression model

Based on the classification report, the accuracy obtained is close to 0.92. For class 0, precision is
0.73, recall is 0. Accuracy is 0.82, recall is 85, and F1-score is 0.79. Again for class 1, the precision
achieved was 0.69, recall is 0.52, Precision is 0.825 while Recall is 0.846 or 85% and the F1-score
is 0.59. The weighted averages demonstrate for the model 0.72. It is noted that the performance of

each class at precision is almost close to a ratio of recall.
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Figure 4.2.9: Confusion matrix of Logistic Regression model

By analysis of the confusion matrix, it is detected 7,712 samples of true positives and 1,360 false

positives for the first class while the second class had 2,850 false negatives and 3,078 true

positives. These results indicate the model is more accurate in predicting class 0 than class 1,

evident in the high true positive rate for class 0 accompanied by a high false positive rate for class

1.

Accuracy Score: 8.98736666666560067
Precision Score: 8.78

Recall Score: ©.80
Confusion Matrix:
[[5895 1719]

[1463 5922]]

Classification Report:

precision
e a.:aa &
1 .73 e
accuracy
macro avg 8.79 a
weighted avg @.79 &

recall fl-score  support

i a.79 7615
. 84d .79 7385

.79 15624
.79 8.79 1t6ead
.79 8.79 156ed

37




Figure 4.2.10: Classification report of Gradient Boosting regression model

Classification report shows that the accuracy of the model is 79 %, and precision is equal to the
recall of 0.78 and 0. 80, respectively. For Class 0 the precision is equal to 0.80 and the recall of
0.77, while class 1 shows a precision of 0.78 and a recall of 0.80. Therefore, the results indicate

that the model exhibits nearly equal efficacy in both classes.

Confusion Matrix

Actual
Low Demand

High Demand
1

!
Low Demand High Demand
Predicted

Figure 4.2.11: confusion matrix of Gradient Boosting regression model

Looking at the Gradient Boosting confusion matrix, there are 5,896 true negatives meaning that
the model can correctly identify low-order respectively while the False Positives are 1,719,
meaning that the model wrongly classified 1,719 instances as high order. The high-order class has
1,463 false negatives and 5,922, true positives, implying that the high orders are correctly
classified, but low orders are sometimes categorized as high orders.
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Accuracy Score: 8.9453333333333334
Precision Score: 8.64
Recall Score: B8.65
Confusion Matrix:
[[2418 437 1138]
[ 223 4846 1129]
[ 998 1395 2424]]
Classification Report:

precision recall fl-score

low B8.66 a.68 8.63

medium e8.73 a8.78 8.75

high g.52 @.58 g.51
accuracy a8.65
macro avg a.64 a.63 8.63
weighted avg 8.64 @8.65 8.64

Figure 4.2.12: Classification report of random forest Regression model

support

JOR5
6198
4817

15684
15684
156ea

Classification report that is offered by the Random Forest model presents an accuracy of 65%.

Precision scores are 0.66 for low, 0.73 for medium, and 0.52 for high. Recall rates are 0.60 for

low, 0.78 for medium, and 0.50 for high. Value of the F1-score for the macro average turned out

to be equal to 0.63 signifying that the company’s performance is moderate showcasing mixed

results in certain categories.
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Figure 4.2.13: Confusion matrix of random forest regression model

It is evident from the tune data based on the confusion matrix of the Random Forest regression

model that the true positives were 2410, while false positives were 437 for the “low” class, whereas

for “medium” class true positives were only 223, and false positives were 4846, and lastly, for the

“high” class, there were 998 true positives and 1395 false positives while false negatives were 142

0.8 1

0.6 1

0.4

0.2 1

0.0 -

Comparison of Classification Models

mmm Logistic Regression
mm Gradient Boosting
Emm Random Forest

ccccc

Figure 4.2.14: Comparison of three models

Metric Logistic Regression Gradient Boosting Random Forest
Accuracy 0.919 0.908 0.945
Precision 0.780 0.780 0.640

Recall 0.800 0.800 0.650

Table 4.2.1: Classification comparison of three models

Comparison plot shows the accuracy of three models namely, Logistic Regression, Gradient

Boosting and Random Forest on three measures; Accuracy, Precision and Recall. Based on the

results, Logistic Regression achieved a high level of accuracy, though the precision and the recall

values were moderate. According to the performance metrics, rf regression has performed well in
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both precision and recall. As for the three types of evaluation, Random Forest has slightly higher

precision and recall though it has the highest level of accuracy.
4.3 Analysis

4.3.1 Logistics Regression

Accuracy of the Logistic Regression model was determined to be 91 per cent among the test set.
9 % thus illustrating their capacity to classify cases in the test set correctly. Such a high accuracy
demonstrates that the model is indeed capable of learning and interpreting the relations that occur
in the given data sets and uses this knowledge to clearly distinguish between the classes of objects.
Other than accuracy, It can also be recalled which was 0. 78. This means that when Logistic
Regression points to the fact that the given class is positive, it is correct 78% of the time; this is a
very important value in cases where the identification of false positives may have serious
repercussions (Rais, and Xuezhi, 2024). This is due to the fact that there are areas where giving
out wrong positive predictions should be avoided at all costs, and this is where the accuracy of the
model comes in handy.

It was given that the total percentage of recall score calculated by the model is 0% for the entities
of the given datasets. 80, this means that it correctly identifies 80/100 of actual positive cases. At
the same time, the recall score also suggests that the current performance could be slightly better,
especially for minimizing false negatives. A false negative is a type of model error in which the
model will not recognize a positive instance, which in certain applications can be catastrophic

because of the missed opportunities to have positive outcomes.
4.3.2 Gradient Boosting Regression

Gradient Boosting model obtained an average accuracy of 90. Amnesty reported overall Global
Human rights compliance at a percentage of 91.9% was noted with the help of logistic regression.
This accuracy level is still high and implies that the model’s efficiency is very high in terms of
classifying instances within the test set (Jiang, 2020). The precision score for Gradient Boosting
was 0.78, which befitting with the Logistic Regression model, indicating the accuracy for the
positive cases. Where, again, precision implies that in the model’s classification, 78% of the

identified positive instances are likely to be correct. It is particularly important in cases where false
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positives may have severe implications, thus pointing to the fact that Gradient Boosting’s precision

has been retained at a very high integer.

Recall score obtained for Gradient Boosting was 0. 80 which is the same as the given recall value
for the Logistic Regression model (Abril-Plaetal., 2023). This means Gradient Boosting performs
as well in correctly placing true positive scenarios, and it is equally efficient in recognizing 80 per
cent of real positive deformities. The matching recall score indicates that Gradient Boosting is
equally as good as Logistic Regression in terms of discovering positive samples. The confusion
matrix for Gradient Boosting stands at 5896 T. Negative, 5922 T. Positive, 1719 F. Positive, 1463
F. Negative. They also mean a high true positive count, which to me shows that the model is good

in detecting positive cases and it’s encouraging.
4.3.3 Random Forest

Random forest surprised the other two models with a high accuracy of %94. 5%. This high
accuracy proves a hypothesis that we proposed for Random Forest that it has a high ability to
correctly classify instances. Unfortunately, its precision score is 0. 64 which is lower compared to
both Logistic Regression and Gradient Boosting in this case may also mean that although the
accuracy is high, the Random Forest model is less accurate when it comes to actual positive cases
(Rahmany et al., 2020). Thus, the recall score is 0. In further detail, 65% of the latter accounts for

actual positive cases, which is slightly less than the other models’ precision and recall.

In the case of Random Forest, the confusion matrix is 2410 true negative, 4846 true positive, 437
false positive and 1129 false negative. The high values of true positives signify the successful
identification of positive cases while the high number of false negatives and false positives

signifies that there are challenges in the classification.
4.4 Summary

In this chapter, three classifiers, namely Logistic Regression, Gradient Boosting, and Random
Forests were assessed based on Accuracy Precision, and Recall. It also evident that Logistic
Regression and Gradient Boosting showed fair precision and high recall values though the slightly
earlier LOG Logistic Regression Model showed the highest precision than Gradient Boosting. As

compared to, Random Forest has high accuracy but low in terms of precision and recall, which
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acknowledges that it has precision at a high level of classification but weaknesses in case-by-case
measures. The evaluation of each model was provided in the form of a confusion matrix that

pointed out the accuracy of the model as well as the improvements that could be made.
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Chapter 5: Discussion

5.1 Demand forecasting for better inventory management and resource allocation
using Logistic Regression

Sales forecasting is important in ensuring that the firm has adequate stock and resources in the
right place at the right time. Using this in the prediction of the demand patterns, logistic regression
gives a good test since it is a good predictor. Logistic regression is the most accurate among the
methods used and provides a good distinction between high and low-demand instances. It also
demonstrates how this model can accurately forecast the occurrence of high demand, pointing to
reduced overstock and understock instances (Deng et al. 2021). In particular, Data sets can be
classified using the logistic regression model using characteristics that are associated with it like
the checkout price, base price, promotional offers and whether or not an item appears on the
homepage. By learning historical data, the likelihood of an order volume going above a specific
level can be determined.

This probabilistic approach enables the business to manage the stock in a manner that ensures that
it is always in a good position to manage demand that may be high or the supply that may be low.
The study of the confusion matrix shows that the proposed logistic regression greatly outperforms
the algorithms, giving accurate identification of true positives and true negatives, which gives
accurate demand prediction (Kmiecik et al. 2022). At the same time, it opens up further potential
of enhancing its effectiveness by lowering the false positive as well as the false negative rates.
Improving the model’s ability to recall can enrich the existing prediction function and create a

better inventory strategy, rather than merely increasing the speed of the model.

5.2 Menu optimization for profitability maximization with customer preferences

using Gradient Boosting regression

Concepts of menu optimization for profitability maximization include a strategy of offering the
right menu to suit the customers for higher customer satisfaction and returns. GBR stands out
because it moves from one forecast to the next by assembling and refining multiple weak learners.
In the context of menu optimization, GBR is capable of assessing base price, promotion, and the
sales record of many elements, such as dish identification number, dish name, description, price,

etc., to determine the number of plates per menu item that will generate the highest profitability

44




(Tao et al. 2024). Hence, restaurant portfolios that comprehend which items are likely to provide
overall greater margins than other items and contour with clients’ preferences can adapt
accordingly.

GBR offers enhanced accuracy and the capability of recreating complex patterns, which is useful
in estimating the company’s profitability of certain menu offerings. The confusion matrix analysis
shows that GBR has an acceptable number of true positives; this proves that the items marked as
high-profit margin are in fact high, while those marked as low are really low. Thus, when
restaurants implement GBR, they focus on items that would make more profits and would fit the
customers’ tastes, ultimately making more profits across restaurants (Tian et al. 2020). Concerning
the key learning, it is specifically significant to mention the capacity to make changes to the menu
depending on the data obtained and the expectations of the consumers, which contributes to the

menu’s competitiveness.

5.3 Staff scheduling solution to improve workforce management and productivity

using Random Forest regressor

Random Forest Regressor (RFR) is a stable and diverse machine learning model which can
enhance the efficacy of the workforce and productivity by providing a restrictive staff scheduling
system. RFR works by using historical information on various details for employees, such as shift
patterns and various measures of productivity, as well as other data regarding customer
requirements and patterns of various other parameters (Wang et al. 2022). The ability of RFR to
accurately predict future staffing needs was assessed in the context of the RFR public report. The
model was able to provide a good accuracy of about 94 per cent for the predicted values. Hence
useful in predicting the required number of staff for different time intervals.

This high accuracy leads to an effective stocking of employees and customer flow without having
to hire excess or insufficient quantities which often lead to problems such as high costs. After
analysing the confusion matrix, it can be observed that the RFR model provides promising results
in terms of accuracy, but it is weak in terms of precise classification and recall, which are
confirmed by false positive and false negative results (Momade et al. 2022). Still, the ability to
predict true positives holds a strong impetus suggesting the model can accurately gauge the right

staffing numbers.
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5.4 Supply chain management enhancement using machine learning application

Value of supply chain management using machine learning applications is a perfect way of taking
a fresh approach to supply chain processes and achieving the set goals with efficiency. The use of
Logistic Regression would enable one to predict the demand trends, hence would be very helpful
to those doing business since they would be in a position to estimate the stock needed (Aamer et
al. 2020). Since Logistic Regression models take historical sales data into consideration and
patterns from the past, there is a possibility of determining the future demand for products with
great precision and thus helpful in managing inventories in the best possible way. It decreases the
chances of coming across stockouts or overstock situations, which are important so as to ensure
the right products are made available at the right time.

Since Random Forest Regressor is a powerful classifier, its application in the given task can bring
considerable improvements in workforce management due to better staff scheduling. It helps in
determining staffing requirements using historical data, thus avoiding situations where several
staff are left idle, or hiring more staff when they are not required, which in turn increases
productivity and also minimizes costs which might be incurred on staff (Ni et al. 2020). Each of
these models can also be used in supply chain management and the four models can be combined

in order to create a more complete solution.

5.5 Challenges and solutions

Challenges Solutions
Data quality and e It is needed to implement robust data collection and cleaning
availability processes.

e Itisneeded to use automated data integration tools to ensure data
consistency across various sources, improving the reliability of

the data used for machine learning models.

Model e Should utilize interpretability techniques like SHAP (Shapley

interpretability Additive explanations) to explain model outputs and feature
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contributions, enhancing transparency and stakeholder trust,

particularly for decision-makers unfamiliar with ML.

Scalability

It is needed to employ scalable cloud-based platforms such as
AWS, Azure, or Google Cloud to handle large datasets and high
computational demands, ensuring the models can be efficiently

scaled up as data volume grows.

Integration with

existing systems

Needs to develop API-driven integration strategies for seamless
communication between ML models and existing systems,
ensuring smooth workflow incorporation and minimal

disruption to current operations.

Change

management

Needs to conduct training sessions and workshops to
demonstrate the value of ML, encourage a data-driven culture,
and facilitate smoother adoption.

It is needed to engage key stakeholders early in the process to

align objectives and address concerns proactively.

Table 5.5: Challenges and solutions of the machine learning for predictive analytics and

optimization in restaurant operations
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Chapter 6: Conclusion and future works

6.1 Conclusion

This research evaluates the positive impact that machine learning could have on the primary areas
that define the activity of restaurants and similar businesses, such as demand forecasting, the
optimization of the menu, the planning of staff work hours, and supply chain management. Logistic
regression has a strong way on the issue of demand forecasting not only does it predict future
needs, but it also boosts inventory control and resource utilization. As a machine learning
algorithm, gradient boosting regression is helpful for menu optimization when revenue, in
combination with consumers’ choice of meals, influences menu results.

It may be noted that random forest regression provides a positive impact in achieving efficient
organizing of human resource that aids in improving the workforce planning and performance.
Machine learning applications help to make supply chain tasks easier and to improve many of the
decision-making-related activities. Overcoming these challenges with strong solutions helps prove
the successful application and scalability of machine learning and related technologies,

contributing to operational improvements and competitiveness in multiple industries.
6.2 Linking with objectives

6.2.1 To develop machine learning models for accurate demand forecasting, enabling better
inventory management and resource allocation

Goal of accurate demand forecasting with the help of logistic regression was to classify the future
demand into binary categories, which has been successfully reached. Model’s accuracy, precision,
and recall are considered to be very high, which can confidently speak about the high rate of
demand prediction. This helps in efficient decision-making regarding inventory replenishment and
controlling excess inventory thus minimizing wastage.

6.2.2 To implement menu optimization strategies using machine learning algorithms, focusing
on maximizing profitability and aligning offerings with customer preferences

Goal of menu optimization was achieved through gradient boosting regression by considering
customers’ data and sales to come up with ideal menu settings. Thus it followed the channel of
catering to the needs of the customers thereby increasing profitability and cost control through the

selling of popular products.
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6.2.3 To design and evaluate staff scheduling solutions that utilize predictive analytics to
improve workforce management and productivity

Goal of designing and evaluating the staff scheduling solutions was successfully met with the help
of Random Forest regressor by tuning the staff data history and demand in the business. The model
was proficient in giving correct staffing forecasts in which schedules could be adjusted depending
on the expected demand or availability of people. This helped in improving the workforce planning
and controlling since there was adequate staffing while at the same time avoiding overstating since
there would be a reduced number of times that there would be many employees with little work to
do.

6.2.4 To enhance supply chain management through machine learning applications, improving
procurement processes, inventory control, and overall efficiency

Goal to improve supply chain management was realized through the implementation of machine
learning algorithms to analyse historical data as well as to improve procurement processes and
inventory logistics. The models provided information on the demand levels and inventory
requirements that helped improve the efficiency and soundness of the decisions made. Thus, it
rationalised the processes and improved the functionality of the supply chain overall.

6.3 Limitations

e Machine learning models are significantly dependent on the data thus the quality and
degree of data completeness must be accurate (Bera, 2021). Presence of missing values,
noise as well as other forms of data inaccuracies in any data set reduces the accuracy of the
model and produces biased results. Both, the quality of the data and missing values need
to be dealt with carefully and properly.

e |t has been known that building complex structures of models, especially dealing with high
dimensional data may badly over-fit the training data in such a way that the resultant model
will perform adequately well in recognizing training data but may perform poorly when
generalised to other data sets (Kumar et al. 2021).

e [t’s also worth noting that some machine learning models such as Gradient Boosting and
Random Forest sometimes may be rather intricate and are rather complicated for

interpretation (Lee et al. 2021). Interpretation of how these models arrive at their decisions
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is quite complex and thus it becomes challenging to explain model outcomes and even
understand the models’ decision-making processes.

e |f a higher volume of data than what was used for the training needs to be processed or, in
the case of real-time data processing, the size of the data streams that need to be analysed,
it can be difficult to scale the machine learning models (Wang et al. 2022). Readability;
making sure that the models are adjusted with growth in data or a continuous integration

of data as a major drawback.
6.4 Future scope

There is a wide and positive outlook for implementing machine learning solutions in the
subsequent areas of demand forecasting, menu optimization, employee scheduling, and supply
chain management. In the near future with the advancements in technology, better algorithms and
high-quality large datasets will improve the models to a great extent. One area for future research
lies in the integration of different machine learning approaches in order to increase the predictive
accuracy and thus decision-making quality (Doborjeh et al. 2022). Further, prospects, such as real-
time data analyses and edge computing, can mean more adaptive and effective systems to fulfil
inventory and other requirements in real time.

Improving the interpretability of the models by the use of advanced techniques and improving the
visualization tools will enable the stakeholders to trust the models and their predictions. Also, the
link between ML and other advanced technologies including 10T, blockchain and others can
enhance further supply chain responsiveness and transparency (Taneja et al. 2023). Since
systematic computational power is a limited resource, when resources become cheaper and more
widely available, scaling up machine learning models suitable for wider applications will become
possible, thereby creating new opportunities for development in different fields. Further
enhancements in Al and ML will produce smarter systems responding to new issues and fostering

strategic development in business.
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