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1 Introduction 
 
This file has been prepared to show the software and hardware requirements for the Deep 
Learning Multilingual Toxic comment analysis project, as well as the necessary steps for 
implementation. 
 
2 System Configuration 

2.1 Hardware Requirements 
 
A multi-core processor (Intel i5 or higher) and 16GB RAM are recommended.  

2.2 Software Requirements  
 
Compatible with Windows, macOS, or Linux. For project implementation,  Jupyter Notebook 
version 6.3.0 with the Python kernel version 3.8.8 and Google Colab Pro+ are used. 
 
 
3 Project Implementation 
 
Downloading required libraries. In figure 1,2 shown libraries used in EDA analysis in Jupyter 
notebook. 
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Figure 1 Installation Necessary Libraries 

 

Figure 2 Importing Necessary Libraries 

 

Figure 3 Installation libraries 

 

Figure 4 Importing Libraries 
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3.1 Data Collection 
Data was obtained from Kaggle. 6 different csv files were imported. Language was defined under the 'language' 
heading in a new column and 6 versions were collected in a single data frame. 

3.2 EDA 
Jupyter notebook was used for data visualization and general analysis. Data types, distributions by languages, 
toxic comment distributions were visualized. Special characters, stop words, capital letter numbers, unique word 
numbers were visualized. 
Six new columns are created which are  number of words in each class, number of characters in each class, 
number of unique words in each class, number of special characters in each class, number of stopwords in each 
class, number of capital letters in each class. After visualization, columns were removed as they were not 
required for analysis. 
 

3.3 Data Preprocessing 
Since the data size was large, Google Colab Pro+ notebook was used for the next steps. Special characters, stop 
words, punctuation, URLs in the texts were removed. Capital letters were replaced with lower case letters. NAs 
were removed. Random under sampling was applied because the data set was not balanced.  
The lemmatization step was applied to convert the text data into a format that the models can understand. 
Languages were grouped and separate lemmatization was applied for each group. Since there was no Turkish 
support in the Spacy library, a separate lemmatization step was applied for Turkish. 
 

3.4 Modelling 
 
Vectorization was applied with word2vec for each model. After the tokenization process, vectorization was 
added to the embedding layer in the model application step. LSTM, RNN, CNN models were applied 
sequentially. 
 

3.5 Evaluation 
Due to the imbalance of the data set, precision, recall and f1-score metrics were also included in the evaluation. 
 


