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Configuration Manual 
 

Arya Eldho 

Student ID: 22248056 

 

1 Introduction 
 

The configuration manual provides the complete details of the system configuration, tools and 

algorithms used for the advancement of network intrusion detection systems using machine learning 

algorithms. In the research study a machine learning based IDS is built. The machine learning models 

:SVM, Random Forest(RF), KNN and a hybrid deep learning model and the Convolutional Neural 

Network-Gated Recurrent Unit-Bidirectional Long Short Term Memory(CNN-GRU-BiLSTM) 

models are used in the study. The dimensionality of the features in the dataset is reduced using both 

Recursive Feature Elimination (RFE) and Principal Component Analysis(PCA). To validate the 

performance of the models, confusion matrix, evaluation matrix and ROC curves were used. The 

process analyzed during the development phase and all the research findings are documented in the 

following sections. 

 

2. System Specification 

The hardware and software requirements are mentioned in the following section 

 

2.1 Hardware Requirements 

 

Operating system Windows 11 

RAM 16 GB 

Hard Disk 250 GB 

 

2.2 Software Requirements 

 

The research work was implemented using machine learning models, and hence R studio is used for 

the implementation. 

 

3. Data Source 

The dataset used for the study is NSL-KDD dataset taken from the Kaggle. The data source was very 

useful in evaluating network intrusions. The dataset is downloaded from the given source link : 

https://www.kaggle.com/datasets/hassan06/nslkdd 

 

4. Data Load And Analysis 

First step was to import all the necessary libraries as shown in fig 1. 

https://www.kaggle.com/datasets/hassan06/nslkdd
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Fig 1: Importing libraries 

 

Next process is to load the train and test data from the CSV and to assign the column names as 

‘feature’ 
 

 

Fig 2: feature name definition and data loading 

 

5. Data Processing 

This section explains the preprocessing of the dataset. Here the dataset summary is driven, dropping 

the columns, and label modification. 
 

Fig 3: Basic data exploration 
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Fig 4: label modification 

 

6. Model Building And Evalutaion 

For the implementation process, the study has used Support Vector Machine (SVM), Random Forest, 

K-Nearest Neighbors, Isolation forest and Convolutional Neural Network-Gated Recurrent Unit-Long 

Short-Term Memory (CNN-GRU-LSTM) to train in three different scenarios : without any feature 

reduction method, with features reduced by RFE and PCA. The technique SMOTE is used to generate 

samples to balance the distribution. 

 

6.1 Model training without feature dimensionality reduction methods 

 

Traditional models such as KNN, random forest and SVM are trained without using feature 

directionality reduction methods. 

 
 

Fig 5 : data balancing using SMOTE 

 

Training the random forest model without any feature dimensionality reduction method 
 

 

Fig 6: Model 1 : Random Forest Classifier 
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Evaluation matrix generated with random forest classifier 

 
Fig 7: Random forest evaluation 

 

Training and prediction of KNN classifier without feature dimensionality reduction method 
 

 

Fig 8 : Model 2 : KNN 
 

 

Fig 9 : evaluation of KNN 

 

Training of SVM classifier without feature dimensionality reduction method 
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Fig 10 : model 3: SVM model 
 

 

Fig 11 : svm evaluation 

 

Training of neural model without feature dimensionality reduction method 
 

Fig 12 : training CNN-GRU model 
 

Fig 13 : CNN-GRU model evaluation 
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6.2 Model training with PCA 

 

Model training using principal component analysis (PCA) to handle the multicollinearity of the data 

retaining the data accuracy. 
 

 

Fig 14 : Random forest model training and evaluation with PCA 
 

Fig 15 : KNN model training with PCA and evaluation 
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SVM model training with PCA 
 

Fig 16 : SVM training and evaluation 

 

CNN-GRU model training and evaluation with PCA 

 

Fig 17 : CNN -GRU model training 
 

Fig 18 : CNN-GRU model evaluation 
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6.3 Models with RFE 

 

The models are trainied with Recurssive feauture elimation (RFE) to improve the model 

interpretability. 
 

Fig 19 : random forest model training and evaluation with RFE 
 

Fig 20: KNN model training and evaluation with RFE 
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Fig 21 : SVM model training and evaluation with RFE 
 

Fig 22 : CNN-GRU model training with RFE 
 

Fig 23: CNN-GRU model evalutaion 

 

6.4 GUI Interface for prediction 

As part of the research study, the desktop application developed here utilizes the CNN-GRU-BiLSTM 

model, provides a user friendly solution for the network intrusion. The UI is developed using python 

libraries such as Tkinter. Here the users can input the network traffic data in various formats. The 

preprocessed data is fed into the model, generate the output window by predicting the intrusion type.  
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Fig 24: GUI Interface for prediction 


