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INTRODUCTION
This manual gives step-by-step instruction for setting up and running power consump-

tion prediction models using various machine learning techniques. The model developed
include Decision Tree(DT), Random Forest(RF), Long Short-Term Memory(LSTM), and
XGBoost regressors. This manual is divided into four section which are: System Specific-
ation, Preparation and Preprocessing of the Data Used, Data Visualization Techniques,
Model Training, Evaluation, and Feature Importance

1 System Specification

System Information Details
OS Name Microsoft Windows 10 Pro
Version 10.0.19045 Build 19045
OS Manufacturer Microsoft Corporation

Table 1: Operating System Specifications

1.1 Hardware Specifications:

System Information Details
System Manufacturer HP
System Model HP EliteBook 850 G3
System Type x64-based PC
Processor Intel(R) Core(TM) i5-6300U CPU @ 2.40GHz, 2496 Mhz, 2 Core(s), 4 Logical Processor(s)
Installed Physical Memory (RAM) 16.0 GB
Total Physical Memory 15.9 GB
Available Physical Memory 5.71 GB (at the time of recording, might fluctuate)
Total Virtual Memory 24.9 GB
Available Virtual Memory 10.3 GB (at the time of recording, might fluctuate)
Page File Space 9.00 GB

Table 2: System Specifications

1.2 Python/ Jupyter note book Version Used:

• Python version:

import sys

print(sys.version):

3.11.0 (main, Oct 24 2022, 18:26:48)[MSC v.1933 64 bit (AMD64)]
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• Jupyter notebook(!jupyter –version): Selected Jupyter core packages... IPython :
8.20.0 ipykernel : 6.29.0 ipywidgets : not installed jupyter client : 8.6.0 jupyter core
: 5.7.1 jupyter server : 2.12.5 jupyterlab : 4.0.11 nbclient : 0.9.0 nbconvert : 7.14.2
nbformat : 5.9.2 notebook : 7.0.7 qtconsole : not installed traitlets : 5.14.1

2 Preparation and Preprocessing of the Data Used

This is the beginning of the processes, it provides detail instruction for preparing and
preprocessing the dataset. A good prepared data ensures the model will perform well.

2.1 Importing Libraries

Begin by importing necessary libraries needed. These include tools for data manipulation,
visualization, machine learning and evaluation. libraries and tools used are in Figure 1
below:

Figure 1: Necessary Libraries

2.2 Loading of the Dataset

Next, is to load the dataset. Make sure it’s correctly loaded into a DataFrame for further
processing. The dataset used is in CSV file, load from the device into DataFrame in jupy-
ter notebook for further processing. By Data = pd.read csv(”power consumption.csv”)

2.3 Exploring the Data

Time is taking to explore the data. Look at its structure properly, data types and
summary statistics. This step helps in understanding the dataset. The dataset is explored
using print(Data.describe()),print(Data.shape)print(Data.dtypes) and print(Data.info())

2.4 Cleaning/Preprocessing of the Data

At this point the data is thoroughly cleaning. This include checking for missing values
and handling them. However the data used in this study has no missing value. Used this
to check for missing values: missing counts = Data.isna().sum() and print()

Rename some columns for better readability.
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Figure 2: columns Renamed

Convert dateTime column to appropriate datetime type.
Set the datetime columns as the index of the DataFrame.
Create additional features : hour, day and month from the datetime index. This

process is called feature engineering.

Figure 3: Cleaning/Preprocessing

3 The Data Visualization

Good visualization make it easier to understand the dataset. at this stage the cleaned
data is visualized to identify patterns, trends and any anomalies. use Line charts plot,
Histograms,Box plots, and Heatmaps.

3.1 Line charts plot

This helps to identify seasonal variations and anomalies in the data. create line chart to
show trends in temperature, humidity, wind speed, and power consumption over time.
using:

Figure 4: Line Chart
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3.2 Histograms

Use the histagram to display the distribution of the dataset variables. The purpose of
this is to understand the range and frequency of these variables, indicating whether the
data is skewed, normally distributed, or if there is any outlier.

3.3 Box plots

This is used to visualize the spread and central tendency of the variable in the dataset.
This can also by use to highlight any potential outliers.

3.4 Heatmaps

This is generated to display the correlation between different variables in the dataset.
This plot help in identifying strong and weak correlations between variables, such as the
environmental factors and the power consumption.

4 The Model Training, Evaluation and Feature Im-

portance

This stage details the process of training, evaluating, and understanding the importance
of various features. It covers the machine learning algorithms used and their evaluation
metrics.

4.1 Decision Tree

Train a Decision Tree Regressor for predicting power consumption in different zones. Eval-
uate the model using metrics such as Mean Squared Error (MSE), Root Mean Squared
Error (RMSE), R2 Score, and Mean Absolute Error (MAE).

Figure 5: Decision Tree Model

4.2 Random Forest

Train a Random Forest Regressor, which uses multiple decision trees to improve prediction
accuracy. Evaluate its performance using similar metrics.

Figure 6: Random Forest Model
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4.3 Long Short-Term Memory

Train a Long Short-Term Memory (LSTM) neural network, suitable for time series pre-
diction. Perform feature scaling and reshape the input data appropriately for the LSTM
model. Use early stopping to prevent overfitting and evaluate the model’s performance
on the test set.

Figure 7: LSTM Model

4.4 XGBoost

Train an XGBoost Regressor, which is a powerful boosting algorithm for regression tasks.
Perform hyperparameter tuning using GridSearchCV to find the best model parameters.
Evaluate the model’s performance on the test set.

Figure 8: XGBoost

4.5 Feature Importance

Plot the feature importance for each model to understand which features contribute
most to the predictions. This helps in interpreting the model and identifying key factors
affecting power consumption.

Figure 9: Function for Feature Importance
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4.6 Saving and Loading the Models

Save the trained models to disk for future use and load them as needed. This ensures
that you can reuse the models without retraining them every time.

4.7 Conclusion

This section provides a comprehensive summary of the steps and techniques used for set-
ting up and running various machine learning models for power consumption prediction.
Follow the guidelines carefully to ensure correct implementation and achieve optimal
results.
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