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Configuration Manual

Ramit Dour
x23102764

1 Section 1: Introduction

This configuration manual provides steps which are required to replicate the research
project on any system.

Upload the notebook code artifacts file to Google Drive’s ’Colab Notebooks’ Folder.

L Drive Q, searchin Drive

+ New My Drive > Colab Notebooks ~

@ Home |/ Type ~ \| |/ People ~ \H/ Modified ~ \‘

»[@ My Drive N 2
ame

[0 Computers
BB Masters_thesis
2 Shared with me
Code_Artifact_1.ipynb

(© Recent

ve  Starred Code_Artifact_2.ipynb
®  Spam Code_Artifact_3.ipynb
[ Trash

& Storage Code_Artifact_4.ipynb
10.05 GB of 15 GB used Code_Artifact_5.ipynb
( Getmore storage ) Code_Artifact_é.ipynb

Code_Artifact_T.ipynb

Figure 1: Upload Code Notebooks to Google Drive



2 Section 2: System Configuration

After opening the notebook Go to the 'Runtime’ in the top menu.

code v0.1.3.ipy! ¥r
= Edit View Insertfl Runtime 'Tools Help]LastedltedanugusH]

rde + Text

) # check and print detialed TPU or GPU or CPU information for google cola

import tensorflow as tf
device_name = tf.device('/device:GPU:@"')
Trys
# this will raise an exception if ne GPU is available
with device_name:
a = tf.constant([1.0, 2.9, 3.0,
b = tf.constant([1.0, 2.8, 3.0,
¢ = tf.matmul{a, b)

.8, 5.8, 6.0], shape=[2, 3], name='
4.8, 5.0, 6.0], shape=[3, 2], name='

code v0.13.ipynb ¢
2 Edit View Insert Runtime Tools Help | Lastedited on August 11

e  + Text Run all Ctrl+F9
Run before Ctrl+Fg
) # check and pri  Funthe focused cel CUlENer {1 for google colab
Run selection Ctrk+Shift+Enter
import tensorfl g oper ctri+F10
device name = t
try:
# this will r le
with device r
a = tf.cons hape=[2, 3], name='a')
b = tf.cons hape=[3, 2], name='b")
c = tf.matn Disconnect and delete runtime
print(c)
print("GPU ‘Change runtime type I
Invidia-
except RuntimeE Manage sessions
P r} ntle) View resources
print{'No GPL
try:
tpu = tf.distribute.ciuster_resouver. rructusternesolver ()  # TPU detecti

print('Running on TPU
except ValueError:

', tpu.cluster_spec().as_dict()['worker'])

Figure 2: Runtime Select

Select "Change Runtime Type’

Make sure the Runtime Type is Python3 and the Hardware accelerator is selected as

A100 GPU

Then in the right upper corner, there is a button named 'Reconnect’ click on that to

connect to the runtime.

Change runtime type
Runtime type

Python 3

Hardware accelerator

QO cry

@® awocPu i O ey O T4GPU

Q TPUN2

High-RAM

Cancel Save

Resources X

You are subscribed to Colab Pro. Learn more
Available: 62.49 compute units

Usage rate: approximately 0 per hour

You have 0 active sessions.

Manage sessions

Not connected to runtime.

‘Change runtime type

Figure 3: GPU Select

Once Connected Run and execute the first line of the code to Check the allocated
resources. Sometimes where there is high traffic then Google Colab might automatically

allocate a Lower Grade Graphic Card.

As this project requires image processing which consumes a high level of computa-
tional resources its always better to select the best available GPU for training purposes



for batch processing.

# TN1s WlLL ralse an exceprion 1T No LPU 1S avallanle
with device name:

a = tf.constant([1.0, 2.0, 3.0, 4.0, 5.0, 6.0], shape=[2, 3], name='a')
b = tf.constant([1.6, 2.0, 3.0, 4.8, 5.0, 6.0], shape=[3, 2], name='b'}
c = tf.matmul(a, b) B comment
print(c)
print("GPU is available") e
Invidia-smi VoY ok
except RuntimeError as e: w Resources X
print(e)
print(*No GPU available, using CPU instead.') You are subscribed to Colab Pro. Learn more
try: N ) Available: 62.45 compute units
tpu = tf.distribute.cluster_resolver.TPUClusterResolver() # TPU detection Usage rate: approximately 4.82 per hour
print('Running on TPU *, tpu.cluster spec().as dict()['worker']) g :
S CEEEROr = = You have 1 active session.

print(‘'No TPU available, using CPU instead.') Manage sessions

5%+ tf.Tensor( Python 3 Google Compute Engine backend (GPU)

[[22. 28.] 3 y

. 2), dtype=rloat32) ‘Showing resources since 3:43AM

2024 System RAM GPU RAM Disk
+ 1.9/53.0GB 02/225GB 273/201.2GB
| NVIDIA-SMI 535.104.05 Driver Version: 535.104.05 CUDA Version: 12.2 1

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, PR,
| 6PU  Name Persistence-M | Bus-Id Disp.A | Volatile Uncorr. ECC |
| Fan Temp Perf Pwr:Usage/Cap | Memory-Usage | GPU-Util Compute M. |
| I 1 MIG M. |
' |
|  © NVIDIA L4 off | 8600OPO0:00:03.0 OFF | o
| N/A 63C ¢] 19w / 72w | 205MiB / 23034MiB | 2% Default |
| | N/A |

| Processes: |
| GPU GI CI PID Type Process name GPU Memory |
| I I Usage I

Figure 4: GPU Verification




3 Section 3: Data Collection

Create a folder named ’masters_thesis’ in root of Google Drive. Inside the folder up-
load the zip files of the all 4 data sets. Database NEU | Database Severstal and Kolekt-
orSDD2/KSDD2.

Make sure the code artifacts of all the 9 experiments are uploaded fully. Sometimes
while uploading the file is not uploaded fully.

L Drive Q search in Drive L Drive Q. search in Drive
+ New My Drive > masters_thesis ~ + New I My Drive > Colab Notebooks ~ I
P [ type + || People ~ || Modified ~ | @ Home [_vpe ~ J[ People ~ || wodified - |
+B MyDrive
'@ wmyoive Name @ w Name Owner
»[0 Computers »L0 Computers.
S severstal steel smallzip BB Masters_thesis me
2, shared with me 2, shared with me
© recent = severstal_steel XLzip ® Recent Eren ARiEE D 63
Starred
Starred * Code_Artifact_2.ipynb me
* I = NEU_Surface_Defect_Database.zip I ode_Artitact_2.Ipyn!
® spam T KolokiorSDD2 2ip - O spam Code_Artifact_3.ipynb me
B . ! & -
@ Trash - O Tresh
& S S best_model_resnetkeras . ¢ storage Code_Artifact_4.ipynb me
r ——
10.05 GB of 15 GB used S best_model_vgg9.keras * 10.05GB of 15 GB used Code_Artifact_S.ipynb me
P —
( Getmorestorage S best model_xception keras _ ( @etmorestorage ) Code_Artifact_6.ipynb me
S NEU_Surface_Defect_Database.zip Code_Artifact_.ipynb me
! Code Arttact Sipynt me
Code_Artifact_S.ipynb me
code_v0.1.3.pynb me
code_v0.2.4.ipynb me
code_v0.3.5_u-net.ipynb me

Figure 5: Upload Code Notebooks to Google Drive and Data sets to Drive

The dataset and notebooks can be downloaded from given Drive Linkfl]

1. NEUSurfaceDefectDatabase [
2. KolektorSDD2 [

3. SeverstalSteelDefectDetection [

thttps://drive.google.com /drive/folders/1G7TGDF0A4PqYNw-jUXRw43Fph7272vX567usp=sharing
2NEUSurfaceDefectDatabase Link [Dikshit (2023

3KolektorSDD2 Link [ViCoS Laboratory] (2023)
4SeverstalSteelDefect Detection Link \Severstal: Steel Defect Detectioﬂ (]2019[)

4


https://drive.google.com/drive/folders/1G7GDF0A4PqYNw-jUXRw43Fph727zvX56?usp=sharing
https://www.kaggle.com/datasets/kaustubhdikshit/neu-surface-defect-database
https://www.vicos.si/resources/kolektorsdd2
https://www.kaggle.com/c/severstal-steel-defect-detection/data

4 Section 4: Data Preparation and Transformation

Make your when your run the code it is connected to the google drive and the drive is
mounted.

Allow the necessary permission and select the account to which the data sets have
been uploaded. Once mounted the names of zip files are shown in the output terminal.

%5 accounts google.com/o/oauth2/v2 /authzaccess type=offlinesclient id=047318... @ L .\ 0
. G Signin with Google | Notebook -.
v Mount GoogleDrive et —
rom google. colab import drive L
rive.mount ('/content/drive')
5% Mounted at /content/drive Choose an
le with AI.
[ 1 start coding or generate with AI. account
T to continue to
; Before using this app, you can review
zip_file dir drives */content/drive/Wybrive/sever stecl/' Google Drive for desktop Coogle o d;;ép.g
dir_file names = os.listdir(zip file dir_drive) privacy policy and Terms of Service. )
dir file names t drive
rive')
r A
Sign in - Google Accounts - Google Chrome DO OR . .
% It [ igni ith/id?authuser=18&part=AJi8hAN4ZF: @
G signin with Google lontent/dri
L L tdir(zip f
Permit this notebook to access your Google Drive files?
This notebook is requesting access 1o your Google Drive files. Granting access to ‘ By continuing, Google willshare your iteel small
Google Drive will permit code executed in the notebook to modify files in your name, email address, language
Google Drive. Make sure to review notebook code prior to allowing this access . . preference, and profile picture with
S|gn into Google Goagle Drive for desktop. See Google
- Drive for desktop's Privacy Policy and
No thanks ] Connect to Google Dri Drive for desktop Terms of Service.
o ) You can manage Sign in with Google in
@ ramitdourie@gmail.com your Google Account.
( Cancel ) Continue )
sign in - Google Accounts - Google Chrome - O %
English (United States) ~ Help. Privacy Terms
5 accounts.google.com/signi onsentsummary?as=51796127196:17234331647546078authuser=taclie... © |
G Signin with Google L|
: v Mount GoogleDrive
Google Drive for desktop already has . R .
7 [11 from google.colab import drive
. SHIBEREES drive.mount (' /content/drive')
Google Drive for See the 8 services that Google Drive for desktop — .
s e 5% Mounted at /content/drive
as SOMe access to. -
desktop wants
.. [ 1 start coding or generate with AI.
additional access to .
Make sure you trust Google Drive for
your Google Account desktop [ 121 inport os
) o zip file dir drive= '/content/drive/MyDrive/sever steel/’
o ) You may be sharing sensitive info with this site or app. dir file names = os.listdir(zip file dir drive)
@ remitdourie@gmail.com Learn about how Google Drive for desktop will handle dir file names
your data by reviewing its terms of service and
privacy policies. You can always see or remove access severstal steel small.zip', 'severstal steel XL.zip'] I
inyour Google Account. ~
Learn about the risks © file name = "severstal steel XL.zip" # @paran ["se'  file_name: | severstalsteel XL
# file name = 'severstal steel small.zip' # -
- o Severstal_steel_sn
= [ 1 zip file path = os.path.join(zip file dir drive, file name)
( Cancel ) Continue extract path = '/content/' + file name.split('.')[0] + '/'
extract_path
al_
5+ /content/severstal steel XL/'
English (United States) = Help  Privacy  Terms  |SE€'

Figure 6: Google Drive Connection



5 Section 5: Model Building/Loading

5.1 Model Building

Select the required split ratio, batch size, and epoch for training of the model by adjusting

the sliders or manually putting the numbers.

X = np.array(Xs); y = np.array(ys)
Xs = [1; ys =[]
# yield [X, yl

yield (X, y) # Return as a tuple

1 Ptrain_val split ratio = 0.2 [f @param {"type":"slid train_val_split_ratio: —@ 02
atch _size = 64 # @param {"{fpe":"slider"”,"min":16 -~ -
# Train Data batch_size: [ ] B4
train ids, val ids = train_test split(range(len(tri
train gen = Xy generator(train ids, batch size)
val _gen = Xy generator(val ids, batch size)
1 # generator test
for X, y in Xy_generator(range(len(train_df)), 4):
break
# Callback
checkpoint = ModelCheckpoint (model checkpoint full path, monitor='val dice coef',
verbose=1,save best only=True, mode='max')
callbacks list = [checkpoint]
nitial epoch = 0 epochs: ® 50
pochs = 50 # @par@gm {"type":"slider","min":1@,"ma:

iteps_per epoch = Men(train ids)//batch size

print('initial epoch:', initial_epoch)
print('epochs: "', epochs)
print('steps_per_epoch:',steps_per_epoch)

initial epoch: @

epochs: 58
steps_per_epoch: 83

1 # Fit

history = model.fit( train gen,

steps per epoch=steps per epoch,
initial_epoch=initial epoch,

epochs=epochs,

validation data=val gen,

validation steps = len(val _ids)//batch size,
verbose=2,

shuffle=True,

callbacks=callbacks 1ist)

% 83/83 - 92s val_loss: 0.0197 - val _dice coef: 0.6147 - 92s/epoch - 1s*

Epoch 37/50

- loss: 0.8179 - dice_coef: ©.6696 -

Epoch 37: val dice coef did not improve from .61629
83/83 - 93s - loss: 0.08179 - dice_coef: 0.6696 - val_loss: 0.6214 -
Epoch 38/50

val_dice_coef: B.6002 - 93s/epoch - 1s

Epoch 38: val dice coef improved from ©.61629 to 0.63482, saving model to /content/drive/MyDrive/fever ste

Figure 7: Hyper parameter tuning and Model Fitting

To start training the model run cell Fit and with for few minutes, the training of first
epoch takes time . Once training starts the monitor metrics will start showing up in the
output terminal.



5.2 Model Loading

In order to reuse the model for future predictions or deployment it need to be saved.
Once the model is traind it can be resued by loading the model weights.

v Predict

° # Load the weights that had the best score for predict

model.load_weights(model checkpoint_full_path)

=~ /usr/local/lib/python3.10/dist-packages/keras/src/saving/saving lib.py:576: UserWarning: Skipping variable 1
saveable.load own variables(weights store.get(inner path))

[ 1 # Binarize the mask output by NN
def binarize(masks, th = 8.5):
# Mavimum value nf aarh rhannal nar nival

[ 1§ # save the best model to google drive
model.save("'/content/drive/MyDrive/masters thesis/best model CNN.keras')

° # prompt: # load best model and make prediction

import numpy as np
# Load the saved model
loaded model = tf.keras.models.load_model('/content/drive/MyDrive/masters thesis/best model CNN.keras')

# Assuming you have a new set of images for prediction in a directory called 'test_images'
test_data_generator = ImageDataGenerator(rescale=1/255.0)
test_data = data.flow_from directory(

© # predict sumple
show_predict_img("train df", 1)

5+ 1/1 ————————— 45 4s/step

0007a71bf.jpg after binarize

class 1 class 1

Figure 8: Model Saving and Model Loading



6 Section 6: Model Evaluations

Running the evaluation cells will give the desired outputs for the evaluation of each
model.Values life accuracy precision F1-Score ,etc will be printed in the output terminal.

Plots like Confusion Matrix and the ROC curves will also be printed.

v Predict

)

# Load the weights that had the best score for predict

model.load weights(model checkpoint full path)

0

/usr/local/lib/python3.10/dist-packages/keras/src/saving/saving lib.py:576: UserWarning: Skipping variable 1
saveable.load_own_variables(weights_store.get(inner_path))

[ 1 # Binarize the mask output by NN
def binarize(masks, th = 8.5):

# Mavimum ualua af aarh rhannel nar nival

model.save('/content/drive/MyDrive/masters thesis/best model CNN.keras')

[ ]I # save the best model to google drive I

© # prompt: # load best model and make prediction

# Load the saved model

import numpy as np
loaded _model = tf.keras.models.load_model('/content/drive/MyDrive/masters thesis/best model CNN.keras')

# Assuming you have a new set of images for prediction in a directory called 'test images'
test_data_generator = ImageDataGenerator(rescale=1/255.0)
test_data = data.flow_from directory(

© # predict sumple
show_predict_img("train_df", 1)

5% 1/1 ————————————— 45 4s/step

0007a71bf.jpg after binarize

class 1 class 1

Figure 9: Model Saving and Model Loading



7 Section 7 : Packages and Libraries Used

Altough the installation of required packages are automatically done in Google Colab
Notebooks. But for the reference the packages which are used in this project are as below

e Pandas

e Matplotlib
e NumPy

e Glob

e Seaborn

e Scikit Learn
e TensorFlow
e Pytorch

o Meta-SAM
e Random

e Pandas
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