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1 Introduction

This document will help to specify all preparations to be made to replicate the experi-
ments conducted in the research, Section 2 will help understand the hardware and cloud
resource specifications used for the experiment, Section 3 defines all steps to prepare
data for the experiment and mention all libraries used. Section 3.3.1 shows the functions
defined for the metrics calculations, the next sections 4 and 5 show the model training
steps and evaluations.

2 Integrating Environment

This section shows via the 3 tables below the hardware, software, and cloud require-
ments recommended for this project.

Host Machine Lenovo Ideapad 3
Processor 2.42 GHz Intel Core i5

Operating System Windows 11
RAM 16.0 GB
SSD 512 GB

Table 1: Hardware Recommendations

Programming Language Python 3.11
IDE Jupyter Notebook

Browser Brave,Chrome,Edge

Table 2: Software recommendations

Cloud Storage Google Drive
Cloud Platform Google Collab Pro
Cloud resource TPU V2 high ram

Table 3: Cloud requirements
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3 Data preparation

This section will be divided into three subsections which will describe the collection of
data in section 3.1, preparing a sample from it in Section 3.2 and then perform processing
steps on the data for further usage in Section 3.3.

3.1 Data Collection

This step involves gathering the data from external sources in order to conduct the
experiments, for this research the author has requested access of the data from Mr.
Igor Kolesnikov, who is the author of the paper ’Unveiling Galaxy Morphology
through an Unsupervised-Supervised Hybrid Approach’ Kolesnikov et al. (2024),
this data can also be accessed from the sdss MANGA DAP website https://www.

sdss4.org/dr17/manga/manga-data/catalogs/ and instructions to download the data
can be found at the DAP documentation https://sdss-mangadap.readthedocs.io/

en/latest/metadatamodel.html#dapall-database for the FITS data, and https://

zenodo.org/records/3565489#.Y3vFKS-l0eY for the jpeg images and table data. But
this process is rather complex, so it is recommended to get in touch with the author of
previous works who can provide data.

3.2 Creating a Sample

In order to conduct tests it is recommended to create small samples from the data
rather than running the code on the entire dataset.

To do so, the author follows two simple steps, the first is to manually copy a certain
set of galaxy fits file data and store it in a folder and then run the python script shown
in Fig 1 and 2 in order to get matching samples of the jpeg images. This step is only
required to run the “Combined Methodology” experiments.

Figure 1: Finding the matching file
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Figure 2: Copying Matching Files

To create a sample for the “Supervised learning” there is no need for the copying
step above,but the requirement for this step is to assign labels to the images which can
be done as shown in fig 3

Figure 3: Steps for assigning labels

3.3 Processing Data

This section shall give an insight on the necessary steps for preparing the data for the
experiments. This section is divided into two subsections that talk about processing the
FITS data and the JPEG images in sections 3.3.1 and 3.3.2, respectively.

3.3.1 FITS Data processing

This step involves calculating the metrics data from the images extracted from the
FITS files Lotz et al. (2004). The functions for entropy and Gini are shown in figures 4
and 5, respectively.

The Cymorph package 1 can be used to calculate the gradient pattern (second mo-
ment).

In order to use this functions it is important to extract image data from the fits file
and create a segmentation mask of the image to input into these funtions. Extracting
the image data from the FITS file can be done using the astropy.io package 2 and further

1Cymorph: https://cymorph.readthedocs.io/en/latest/metrics.html
2Astropy :https://github.com/astropy/astropy
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Figure 4: Entropy Calculation function

Figure 5: Gini Calculation function

segmentation and bakground extraction can be done using the SEP package 3 as used in
the research or SExtractor package 4 as an alternative.

The functions for creating a cutout and using these packages to create segmented
mask are shown in figures 6 and 7.

3SEP: https://github.com/kbarbary/sep
4SExtractor: https://sextractor.readthedocs.io/en/latest/Measurements.html
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Figure 6: Image Cutout and segmentation functions

Figure 7: applying the segmentation flow

Once the segmentation mask is obtained for a specific FITS file, it can be used to
calculate the metrics as shown in Figure 8

In a similar way, these steps can be followed for calculating the entropy and gradient
moment as well.
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Figure 8: Applying Metrics Function (Gini in this case)

3.3.2 Processing Jpeg images

Processing the jpeg images is simple and only requires resizing the images accord-
ing to the requirements of the supervised model (128*128 for CNN, and 224 * 224 for
EfficentNetB0) and further normalizing the image as shown in figure 9.

Figure 9: Jpeg processing example for CNN

Once the pre-processing is done, it is recommended to store the processed data as a
pickle file as this step may take a lot of time and a considerable amount of RAM. The
steps to store and retrieve the data as a pickle file are shown in figures 10 and 11.

Figure 10: Storing data as a pickle file
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Figure 11: Retreiving Pickle file

4 Model Training

This section will help to understand the parameters used for training the models used
in the research. Sections 4.1 and 4.2 shall talk about the Clustering parameters and the
cassification parameters respectively.

4.1 Clustering models

The first algorithm to be discussed is the SOM algorithm, for which the parameters
learning rate and sigma parameters are set to 0.005 and 0.3, respectively. And the grid
size is calculated using the formula grid size =

√
(n subjects ∗ 0.1) Yaa et al. (2023).

These are shown in figure 12

Figure 12: SOM parameters

The next algorithm is the HDBScan algorithm for which the min cluster size para-
meter has been set to 16, as shown in fig 13.

Figure 13: Running HDBScan
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Another additional step followed in this research, to get an estimate of the top hier-
archy of clusters is to run the agglomerative clustering on the formulated clusters as
shown in 14.

Figure 14: Agglomerative cluster to form top Hierarchy

4.2 Classification Models

Both models use the same parameters that are “adam” as the optimizer and “entropy
loss” as the loss function, categorical entropy loss for EfficientNetB0 and binary cross
entropy loss for CNN.

The major difference comes from the models architecture, the application of the mod-
els are shown in figures 15 and 16.

Figure 15: CNN model architecture
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Figure 16: EfficientNetB0 training

5 Evaluations

For evaluations, both algorithms are evaluated seperately as discussed in sections 5.1
and 5.2.

5.1 Cluster evaluations

To evaluate the performance of the clusters the generated labels are compared against
the true labels to estimate how well the clusters perform in generating labels based on
the calculated metrics, the function for this is shown in 17.

Figure 17: Evaluating cluster results

5.2 Classification Evaluations

For evaluating the classification performances the following methods are used, confusion
Matrix, F1 score, precision, recall, etc. as shown in the figure below.
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Figure 18: Classfication Evaluations
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