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Introduction 
 
This configuration manual helps to run the code developed for this study. Step-by-step 
implementation of these instructions will ensure smooth code execution without errors. The 
guide also covers the hardware requirements for code execution, including the recommended 
minimum specs. Adhering to these guidelines will help for the complete replication of project 
results, allowing for further analysis and making it easier to continue the research. 
 

System Specification 

Hardware Configuration 

Below are the required system specifications to execute the code: 

• Processor: Intel Core i5 
• System Memory: 1TB SSD Hard Disk 
• RAM: 8GB 

Software Configuration 

The software requirements are discussed below: 

• Windows Edition: Windows 11, Mac 
• Integrated Development Environment: Jupyter Notebook 
• Scripting Language: Python 3 + 
•  Storage: Local System Storage 

Python Libraries 

To perform exploratory data analysis and machine learning model implementation some 

Python libraries are required to be installed which can done by using pip command. In Jupyter 

Notebook, the libraries can be installed by using the “pip install <library name>” command. 

 

Following are the libraries needed to be installed in Jupyter Notebook: 

 
• requests: The requests library is an easy interface to send HTTP requests and interact 

with web resources. It makes it easy to fetch data from APIs and handle responses 
smoothly. 

• pandas: pandas provide data analysis tools to work with structured data. It’s used for 
analyzing and manipulating tabular data. 

• Numpy: The numpy is an essential tool for numeric calculations in Python. It processes 
large multi-dimensional arrays and provides mathematical functions for calculations 

• os: Os library provides functions for file operations, managing directories, and handling 
environment variables. 



 
 

• seaborn: seaborn is used to visualize beautiful and informative statistical graphics. 
• matplotlib: It's a comprehensive library for creating all sorts of visualizations and 

animations. 
• Sklearn: The scikit-learn provides a toolkit to implement machine learning algorithms 

like classification, regression, clustering, and model evaluation 
• Tensorflow: Tensorflow is a robust framework for developing machine learning and 

deep learning models 
• Tkinter: It provides a way to create windows, dialogs, buttons, labels, and other UI 

elements in a Python application. 

 

Project Development 
 
After installing the required Python libraries, the code is ready for execution. 
 

 
 

 



 
 

 

 

Data Configuration: 

•  Image Size: Images are resized to 224x224 for exploratory data analysis and 128x128 for 
model training. 
•  Categories: Ensure that the categories list matches the subdirectories in the data_dir. If 

you add or remove categories, update the categories list accordingly. 

 
 

 



 
 

DataFrame head is shown below: 
 

 
 
Classification Report  

 

Model Configuration 

• CNN Model: The script uses a Convolutional Neural Network (CNN) model with 
three convolutional layers, followed by max-pooling layers, a dense layer, and a 
dropout layer. The model is compiled with the Adam optimizer and categorical cross-
entropy loss. 

• Input Shape: The input shape for the model is (128, 128, 3), corresponding to 
images of size 128x128 with 3 color channels (RGB). 

Execution 

• Exploratory Data Analysis (EDA): The code includes EDA steps to visualize the 
number of images per category, sample images, and image dimensions. These plots 
will be displayed using matplotlib and seaborn. 

• Model Summary: The script will print a summary of the CNN model architecture 
using cnn_model.summary(). 

Hardware Requirements 

• GPU (Optional): If training the model on a large dataset, it is recommended to use a 
GPU to speed up the training process. TensorFlow will automatically utilize the GPU 
if available. 

• Memory: Ensure sufficient memory (RAM) is available, especially if working with a 
large number of images or large image sizes. 



 
 

. Customization 

• Model Layers: You can customize the number of layers, filter sizes, and units in the 
dense layer by modifying the create_cnn_model() function. 

• Image Augmentation: Consider using ImageDataGenerator for data augmentation 
to improve model generalization. This is not included in the current script but can be 
easily added. 

 


