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Improving Image Classification Performance Through 
Advanced Deep Ensemble Techniques 

 
Pratik Anil Dhaygude 

x22108670 
 

Abstract 
Improvement of image classification forms the core of the study with refined deep ensemble 
strategies. Chapter 1 introduces by defining the problem, aim and objectives are defined as applied 
in enhancing the image classification accuracy, robustness, and explainability with the utilization 
of ensemble approaches.  
Chapter two provides the literature review of image classification and deep ensemble, stacking, 
bagging, boosting and hybrid methods.  
Methodology is described in chapter three with an experimental design selected to facilitate the 
achievement of the research objectives. It outlines ways of generating and deploying the ensemble 
models as well as data pre-processing, model designs and training algorithms  
Chapter four provides an overview of the process of applying and assessing the outcomes of 
employing different machine learning techniques for image classification using the “Flower” 
dataset. During EDA, class distributions and characteristics of images are found and the dataset is 
made more ready by performing data augmentation. Implementation of the model comes into CNN 
and some of the latest architecture such as ResNet 50, VGG 16, and Inception V3. Ensemble 
techniques used were stacking, Bagging, and Boosting. Other evaluation measures such as training 
and validation loss, accuracy, a confusion matrix, and classification report are given and the 
accuracy level varies from 68% to 94%. The presented results allow identifying the success rates 
of various models and techniques in image classification.  
Chapter 5 compares the performance of different machine learning algorithms when applied to the 
‘’Flower’’ dataset. CNN had the highest accuracy of 68% but the model seemed to overfit, and 
therefore regularization is needed. For feature extraction, the pre-trained models including 
ResNet50, VGG16, and InceptionV3 expressed good results. Thus, Stacking, Bagging, and 
Boosting were used and comparing the results we can state that Bagging has higher precision and 
F1-score. the percentage of classification accuracy remained rather moderate.  
The last chapter demonstrated that ensemble models have helped enhance learners’ image 
classification accuracy. These objectives were met by creating and fine-tuning these techniques to 
show that they can indeed improve the model’s stability and performance. It has been reported that 
future advancements should also use more significant datasets, develop efficient computational 
strategies for effective execution of the models and enhance the readability of the same for better 
referencing or application. 
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Chapter 1: Introduction 
1.1 Background and overview 
Image classification is one of the basic types of tasks in computer vision and deals with the correct 
classification of images into certain classes. Still overfitting problems, local optima problems and 
the scarcity of labelled data are existing problems in images which cannot be overlooked despite 
the incredible improvement in the field of deep learning. Goal of this research is to improve the 
image classification effectiveness by using deeper ensembling techniques such as stacking, 
bagging and boosting involve the making of several models and bringing them together to increase 
the reliability and precision of images. It is in this context that the study seeks to propose and put 
into practice the mentioned strategies with a view of solving some inherent challenges in deep 
learning training and in particular increasing efficiency as best as possible.  
Suggested techniques can be compared quantitatively to traditional approaches via standard image 
datasets accuracy, precision, recall, F1-score, and computational complexity can be used for 
comparison. This research outcomes can help enhance the existing computer-aided diagnosis 
systems especially in medical image analysis by enhancing the reliability and interpretability of 
classification models (Abimannan et al. 2023). This research endeavours to contribute to the 
advancement of image classification technology by providing novel ensemble methods and 
valuable insights into their performance and applicability across diverse datasets. 
1.2 Research aim and objectives 
Aim 
Aim of this research is to enhance the performance of image classification by utilising advanced 
deep learning ensemble techniques. 
Objective 

● To develop and implement ensemble strategies such as stacking, bagging, boosting, and 
hybrid methods 

● To investigate different optimisation algorithms and techniques for efficient training and 
deployment of ensemble models 

● To evaluate the performance of the proposed ensemble techniques using standard image 
classification datasets 

● To compare the performance of the ensemble methods using performance matrices such as 
accuracy, precision, recall, F1-score, and computational efficiency 

1.3 Research question 
1. Which ensemble configurations work best to maximize the accuracy of image categorization  
across a variety of datasets? 
2. Which deep ensemble technique produces the greatest gain in robustness for image classification 
problems? 
3. Which techniques for incorporating deep ensemble approaches into image classification models 
effectively reduce overfitting? 
4. How does the interpretability of picture categorisation findings change when ensemble learning 
is included? 
1.4 Research rationale 
Following research can address the fluctuating and leading issues in image classification such as 
over-fitting, local optima and the lack of tagged images. It is also expected that applying several 
sophisticated deep ensemble methods such as stacking, bagging, and boosting helps to improve 
the model’s robustness, accuracy, and readability can be achieved. These techniques are used to 
inherent training issues and enhance model performance as well as the classified system’s 
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robustness (Silva et al. 2020). Proper classification methods are considered for an image which is 
the primary field of study and the objectives of the research are to contribute to advancements in 
image visualisation systems and offer improved image processing technologies incorporating 
enhanced interpretability that in turn can result in the optimization of image classification. 
1.5 Problem statement 
There are some significant open problems in image classification such as overfitting, local optima, 
and restricted labelled data where deep learning has been applied to reduce these problems. These 
issues significantly reduce the efficiency and reliability of the developed classification models, 
exceptionally while operating in areas such as medical imaging. These are called overfitting and 
they lead to a bad outcome with the data not used for creating models while local optima make the 
models remain in low-performing states. This is made worse by the availability of few labelled 
datasets mostly due to the inability of the model to learn good and separable features. 
This research aims to reduce several challenges by using deeper ensembling techniques including 
stacking, bagging, and boosting. This deep learning is a compilation of several classification 
models so the advantages of the several performances are taken to improve the quality, reliability, 
and clarity of images (Younas et al. 2023). The integration of the above-mentioned techniques into 
the deep learning frameworks proved to be more challenging because of the nesting of staking 
operation which is an intrinsic property in deep neural networks and due to computational 
overhead in the sense that it requires training of the number of models simultaneously.  
1.6 Significance of the research 
This research is important as it allows to improve performance for recurrent difficulties in image 
classification which forms the basis of numerous applications in the computer vision domain. Deep 
learning ensemble methods have been hugely prominent problems from the images such as 
overfitting, and local optima, and again the limited availability of labelled data poses a significant 
threat to precisely accuracy-oriented classification models. These problems are more disastrous in 
delicate fields such as medical imaging where the accuracy of diagnosis is vital. Deep learning 
ensemble methods such as stacking, bagging, and boosting are applied in this work which improve 
the stability, accuracy, especially, interpretability of those classification models (Mienye et al. 
2022).  Deep learning challenges such as over-fitting, local optima and the lack of tagged images 
can be solved by ensemble methods, which make use of the features of a set of models that are 
integrated into a single model while limiting the drawbacks of individual models. 
This study is aimed at improving the feasibility of the training and deployment of these complex 
methods to serve real-world solutions. The findings of this study apply to image classification 
systems in image classification methodology. There is a possibility of extending the findings of 
this study to contribute to the enhancement of the overall area of image classification while 
offering guidelines regarding the utilization of ensemble methods in different datasets and contexts 
(Ahmed et al. 2023). This study is useful for improving current and future research on image 
classification technologies that are reliable, precise, and easy to explain. 
1.7 Research hypothesis 
Null hypothesis (H0): 
Application of advanced deep learning ensemble techniques such as stacking, bagging, and 
boosting does not significantly improve the performance (in terms of recall, F1-score, accuracy, 
precision, and computational efficiency) of image classification models compared to traditional 
approaches. 
Alternative hypothesis (H1): 
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Application of advanced deep learning ensemble techniques such as bagging, stacking, and 
boosting significantly improves the performance (in terms of accuracy, precision, recall, F1-score, 
and computational efficiency) of image classification models compared to traditional approaches. 
1.8 Research structure 

 
Figure 1.8.1: Research structure 

1.9 Summary 
This study discusses the various deep-learning ensemble methods that are used for classifying 
images by enhancing their performance such as precision, accuracy, F1-score, computational 
efficiency, and F1-score by using classified models. The introduction identifies the study on 
improving image classification through the application of deep learning ensemble methods such 
as stacking, bagging and boosting which solves issues such as overfitting, local optimum and the 
restriction of available labelled data. Potential applications of the convolutional neural networks 
or CNN are to increase the model’s trustworthiness, precision, and readability in medical imaging. 
These include creating and deploying these ensemble techniques, fine-tuning the training, and 
deployment processes, and assessing the efficiency of the strategies based on customary measures. 
The value is based on enhancing the methods underlying image classification, providing some 
ideas regarding the usage of these approaches, and possibly contributing to the development of 
CAD systems. 
Chapter 2: Literature review 
2.1 Introduction 
Image classification has been seen as a core concept in computer vision due to the development of 
the deep learning approach. The basic purpose here is to have the capability to classify images into 
a pre-specified set of classes, which has been explained to witness immense improvement with the 
help of convolutional neural networks (CNNs). The most common techniques by which the 
deficiencies of decision trees can be handled include ensemble methods that include stacking, 
bagging and boosting, among others. These methods use several models to get better results. These 
models have limitations when used individually, which is why this approach offers a better solution 
to the problem. This chapter compares contemporary works on image classification and ensemble 
strategies regarding their progress, advantages, and disadvantages. This also explores the 
theoretical framework and implementation history of these techniques' writings, including 
achievements and future directions. Thus, the section has positioned itself to offer a brief review 
of the state of the image classification before using ensemble techniques and possibilities of 
enlarging the model's accuracy, robustness and interpretability. 
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2.2 Themes 
2.2.1 Ensemble method strategies in Image classification 
Image classification has encouraged the use of ensemble methods because they improve the 
model’s accuracy, reliability, and malleability. These methods use several classifiers and attempt 
to use each of their strong points while simultaneously avoiding the pitfalls that come with them. 
The studies of ensemble techniques in image classification identify some basic methods such as 
bagging, boosting, stacking, and others that are a combination of the basic ones that help to 
increase the performance in various tasks. As per the view of Szmurło, and Osowski, 2022, 
previous techniques used to classify images included handcrafted features and fewer classifiers. 
HOG, SIFT, and PCA were some of the common methods used for feature extraction. These 
features were then supplied to classifiers such as the Support Vector Machines (SVMs) or the 
decision trees. Even though the listed methods provide moderate results, the quality of the 
handcrafted features and the complexity of the image data negatively affect the result. 

 
Figure 2.2.1.1: CNN Layer architecture 

(Source: Szmurło, and Osowski, 2022) 
New approaches, such as deep learning, such as CNN, have changed the approach to image 
classification. CNNs do not require manual feature extraction since these are endowed with the 
characteristic of learning from raw image data and hierarchical features. The progress on many 
image classification tasks has shown that architectures such as AlexNet, VGG, ResNet, and 
Inception are highly efficient (Li et al. 2023). AlexNet recorded an impressive performance in the 
ImageNet challenge with the help of deep structures and big data sets. Data augmentation strategies 
have been used significantly. Operations such as flips, rotations, translations, and adding noise 
assist in constructing models to other data, making the resultant models capable of generalising 
from the original training data set to other datasets. Additional ways of Regularisation, such as 
Dropout, weight decay and Normalisation using batches, also help improve generalisation by 
reducing overfitting. 
Ensemble methods combine multiple models to enhance the classification results and the 
algorithms’ stability. Originally, bagging, boosting, and other machine learning techniques like 
stacking have generated great diverse and independent classifiers, increasing accuracy. In the same 
context, improved performance has been noted when different classifiers such as the SVM, the 
decision trees, and soft-max classifiers have been used in parallel through majority votes or 
weighted averages. Transfer learning applies a concept trained on one large dataset and another on 
another specific data set (Zheng et al. 2023). This approach comes in handy when the target dataset 
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is small, meaning that the model can rely on the features learned by the first model. Features 
learned on ImageNet can be transferred to the facial recognition task, which is likely to improve 
the performance. Face recognition is an example of an image classification application with a vast 
amount of research work done to enhance the system's performance. Recent methods are mostly 
based on deep learning approaches. By leveraging data augmentation and regularisation and using 
CNN-based architectures with ensemble methods, facial recognition tasks attain significant 
performance. 
2.2.2 Deep learning Ensembling method techniques 
The classification of brain tumours based on MRI images is one of the most important subfields 
in medical image analysis because of the urgent need for better and faster diagnosis. Current 
literature reveals interesting progress and issues in this area of research. Research done in earlier 
years mainly focused on applying classical methods belonging to the field of machine learning for 
the classification of brain tumours. SVM, k-NN, and RF were applied in categorising tumours by 
using features that were obtained from the MR images. This research united wavelet-based 
comparison of GLCM characteristics and OFPA opposition for exclusion. As per the view of Kang 
et al. 2021, the study achieved 92% accuracy as it portrayed some of the added features those 
traditional methods possessed but at the same time failed to address fully, such as non-linear and 
multi-dataset classes. 

 
Figure 2.2.2.1: Feature ensemble based on deep feature evaluation and selection 

(Source: Kang et al. 2021) 
The evolution to deep learning opens a new advancement in the classification of brain tumours.  
CNN can learn features at multiple levels directly from the image and enhance the classification. 
This led various research to emphasise that the pre-trained CNN such as ResNet, DenseNet and 
Inception are well suited to extract the desired feature from the MRI images of the brain. The 
results reveal that image processing, along with the probabilistic neural network (PNN), is used 
for tumour detection with moderate accuracy and less computational time (Afify et al. 2020). This 
goes a long way into illustrating how deep learning is eloquent in feature extraction and 
classification. Although deep learning models exist and are used in many applications, deep 
learning models encounter difficulties. A final disadvantage of deep learning in medical imaging 
is that there are often limited large annotated datasets. 
Most of the studies are concerned with normal and abnormal classification, with little mention of 
multi-classification, which is very essential when differentiating between different types of 
tumours. This study aims at investigating the usefulness of Transfer Learning (TL) and Ensemble 
Learning (EL) methodologies in classification of images and put forward the Ensembled Transfer 
Learning (ETL) framework (Rai and Pahuja, 2024). This limitation is resolved by the recent 
development including the current study where an ensemble system of features from two different 
pre-trained CNN models is suggested. This method to improve the peaks and building blocks’ top 
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features must integrate various machine learning classifiers to boost the classification ratio’s 
precision and strength. Incorporating transfer learning has also been important as well. Fine-tuning 
of deep models pre-trained on other large databases such as ImageNet greatly cuts down the model 
training time and the amount of data required for the classification of brain MRIs. This approach 
has been supported by different studies stating higher classification success rates with the help of 
small datasets of MRI. 
2.2.3 Transfer and Ensemble learning techniques for Cervical image classification 
Cervical cancer is among the common cancer-related diseases in the developing world, early 
detection of cervical cancer plays a significant role in the management of the disease. 
Histopathological image analysis is still the reference for diagnosis but the manual analysis by 
pathologists is subjective, time taking and varies in accuracy. As per the view of Xue et al. 2020, 
the research focuses on the classification of cervical histopathological images into differentiation 
stages using a new ETL framework with the view of improving the results of diagnostics using 
modern and efficient machine learning algorithms more accurately. 

 
Figure 2.2.3.1: ETL framework  

(Source: Xue et al. 2020) 
TL structures built in this research use Inception-V3, Xception, VGG-16, and Resnet-50 networks 
and present a weighted voting EL strategy that boosts classification. When assessing the outcomes 
on the image database consisting of 307 immunohistochemical stained images through AQP, HIF, 
and VEGF methods, the framework was found to have high accuracy of on AQP staining images. 
The immunohistochemical staining results show that AQP is expressed in the renal cortex and 
outer medulla, but not in the inner medulla or papilla (El-Hady et al. 2023). 61% where the images 
were poorly differentiated on VEGF staining. Other experiments performed on the Herlev dataset 
with the aim of distinguishing between benign and malignant cells concluded with an accuracy of 
98.37%. 
TL employs transfer learning of deep learning models such as Inception-V3, Xception, VGG16, 
and Resnet-50 which already have been trained on large databases including ImageNet. These 
models are employed for classifying cervical histopathological images where knowledge from 
generalised image recognition and analysis tasks are transferred to medical image analysis 
(Idlahcen et al. 2020). Other parameters are fine-tuned to enhance the accuracy for the given data; 
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the learning rate is lowered based on the training iterations. In order to enhance the distribution 
classification procedure, EL applies a weighted voting procedure which unites four different TL 
networks that allow the program to integrate numerous TL models. Every single network gives a 
set of category scores, and after that, the classification is done based on the sum of these scores, 
where the weights belonging to each network are different. For weighting, accuracy, recall, 
precision, and F1-score were used, out of which recall gave better results. The material used for 
the analysis consists of 307 cervical histopathological images that were stained by the AQP, HIF, 
and VEGF staining techniques. Images are grossly categorised as well, moderately, or poorly 
differentiated, and the images are boosted to improve the training efficiency.  

 
Figure 2.2.3.2:  Accuracy of De-novo trained CNN and TL methods  

(Source: Xue et al. 2020) 
Data table presented in figure 2.2.3.2 is done based on the accuracy, precision, recall, and F1-
score, while 9-fold cross-validation helps in more realistic analysis. From the result analysis, it is 
clear that differentiation attains the highest accuracy, precision, and F1-score higher than all TL 
methods and the ETL framework, excluding recall, which recorded the corresponding best of 
moderate differentiation in all TL methods except for VGG-16. Application of VEGF staining 
always presents the highest classification prognosis and exactness in most of the TL methods and 
also in ETL framework. Comparing AQP staining with Inception-V3, Xception, and the ETL 
method, the highest value of recall is achieved. At the same time, for the model of HIF, the highest 
recall is obtained for Resnet-50. This study shows that the ETL method yielded a higher accuracy 
in the classification for all the differentiation stages and staining methods when compared to 
individual TL methods. The best overall accuracy is identified for poorly differentiated VEGF 
staining images with the value of 98.61%. Use of TL and EL techniques and the enhancement of 
the adopted ETL framework provide a better way to classify cervical histopathological images to 
the various differentiation stages and staining methods. 
2.2.4 Performance of the ensemble learning methods in image classification 
Ensemble methods or ensemble learning is the process by which from machine learning, higher 
and better performance and accuracy can be obtained by using combination techniques of different 
classification models. It combines the results of various models and improves the final output. 
Ensemble learning improves feature transformation, multi-layer features and deeper features are 
being extracted, uses different structure of models against this technique.  Deep learning models 
are used to get whole performance matrices like precision, f1, recall and accuracy. Ensemble 
methods are used to fulfil the need of deep learning techniques faster and in an effective manner. 
Models such as CNN, RNN or another method help to compare the performance of the models 
where it is used. A reliable system can be developed using deep-ensembled method (Loddo et al. 
2022). In CNN, feature extractions are dependent on convolution layers.  
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Other than that, the pooling layers are used for deducting the computational complexity. In this 
scenario, deep learning techniques like ensemble learning conduct various primary learners by 
using fusion techniques to upgrade whole performance. Structure of ensemble learning is more 
user friendly and it's also easy to understand. Main attraction of ensemble method is that it can use 
multiple CNN model by combine them. After using those, ensemble model can solve the error of 
one single model by using others. By doing so, overall performance is improved and provides 
better output that any single model (Ahad et al. 2023). Similar network structure with diverse 
model checkpoint can be defined with a specific training procedure. Also, identical network 
arrangement multiple training procedures can be used for the whole training process.  

 
Figure 2.2.4.1: Training process of ensemble methods 

(Source: Ahad et al. 2023) 
Impact on ensemble methods makes the performance more accurate, performance of ensemble 
models is encouraged and linked with a test dataset. Then performance of models is evaluated by 
using testing procedures. Using multiple axes along with optimal window for the ensemble method 
produce better performance than any process using similar axis in ensemble methods. In this case, 
AUC and AIC curves are improved by using the ensemble methods of different axes. In this 
scenario, a decision can be taken that a better and effective performance is expected by using 
different axes and window settings (Nobashi et al. 2020).  
Ensemble learning approach known as bagging involves constructing classifiers from different 
subsamples of the original dataset. But it is disadvantageous in the aspect that the procedure of 
classification is based on the random selection of training objects. Enhanced Bagging (eBagging) 
which is another modification in the bagging process and is developed to solve this problem by 
incorporating error-based boot-strapping in the process of preparing the training set (Tüysüzoğlu 
et al. 2020). After this the prediction and performance matrices are evaluated. This shows that 
when it comes to the classification of data points as well as controlling the training error, eBagging 
outperforms the rest of the techniques. 
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2.3 Conceptual framework 

 
Figure 2.3.1: Conceptual framework 

Here, Ensemble learning methods inclining Stacking, Bagging and Boosting is the independent 
variable. On the other hand, improving image classification performance is the dependent variable. 
Meaning performance improvement of image classification relies on the successful integration of 
ensemble learning methods.  

2.4 Literature gap 
A number of research issues and weaknesses regarding image classification still remain in the 
current literature even after the development of ensemble methods and deep learning. Bagging and 
boosting techniques, as well as other methods that involve the combination of different classifiers, 
in general, have advantages of greater accuracy and underlying insensitivity to data noise, but at a 
certain cost of having to pay more computationally for the same decision (Zhang et al. 2022). This 
requires a lot of computational power and time, thus ruling out real-life use in areas with such 
constraints. However, there are two issues left and the first one is related to the interpretability of 
the ensemble methods. The increase in the use of models such as deep neural networks which are 
known to be a “black box” when used together with other models for fusion only aggravates the 
problem of interpreting the decision-making process that is paramount in applications such as 
medical image analysis.  
Transfer learning reduces data issues, but going from a model trained for a more general task to a 
specific task is never equivalent. The image recognition models learned on usual datasets such as 
ImageNet may not perform well on Sub-ImageNet leading to low accuracy and recall 
(Wickramanayake et al. 2021). Most of the current works are based on single-task classification 
while multi-task learning, where one might enhance the representation for various but related tasks, 
has not been explored adequately. This is especially important in medical imaging scenarios where 
one has to classify between different kinds of tumours, a task that current many methods poorly 
perform due the inherent nature of multi-class classification. Specific drawbacks of the given 
approaches for medical imaging and cervical cancer classification reveal these limitations as well.  
There have been great advances in binary classification tasks, as used in deciphering health from 
diseased tissue, the priorities do not lie in developing multi-class initiatives, key to discovering 
different stages or types of the disease. This is discernible in the brain tumour and cervical cancer 
classifying projects where fine distinctions of classes are required (Hameed et al. 2020). The 
literature indicates substantial progress in using ensemble methods and deep learning for image 
classification. However, challenges such as computational complexity, data dependency, limited 
generalisation, and insufficient focus on multi-class classification persist. Addressing these gaps 
requires developing more interpretable models, enhancing data augmentation and transfer learning 
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techniques, and focusing on robust validation methods. Future research should aim to create more 
efficient, generalised, and interpretable models capable of handling diverse and complex 
classification tasks, in specialised fields such as medical imaging. 
2.5 Summary 
This study addresses the development and improvement of the image classification status, with 
emphasis on the ensemble method and the deep learning method. Ensemble methods such as 
bagging, boosting, and stacking also enhance the accuracy and are less sensitive to overfitting but 
on the downside, are computationally expensive and lack interpretability. The methods of deep 
learning, specifically CNNs, markedly improved image classification by learning the hierarchy 
features from the raw data in formats such as images. The models need big annotated datasets, 
which results in drawbacks, such as overfitting and restricted applicability to certain tasks. The 
study outlines successful application of ensemble and deep learning methods in the medical image 
analysis mainly for brain tumour and cervical cancer classification. For binary classification tasks, 
there has been astonishing development, however, for multi-class classification which is necessary 
for differential diagnosis or stages of diseases there is a big gap. Transfer learning has been 
demonstrated to relieve the problem of data scarcity, but it decreases the model’s performance if 
trained on general data. Regarding recommendations for future work, the researchers should direct 
efforts in improving the interpretability of the models, efficiency, and generalizability of the 
methods, improving data augmentation and transfer learning approaches, and formal validation 
process. 
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Chapter 3: Methodology 
3.1 Introduction 
Methodology chapter provides the method used in the study in order to accomplish the four 
research objectives of improving image classification using superior deep ensemble approaches. 
The methodology within the framework of the work implies the use of clear sequential steps in 
creating and using the ensemble methods that are stacking, bagging, boosting and hybrid ones. 
Providing the explanation of the studies’ key components, this chapter describes how the research 
was designed, a detailed description of the model and the ways it was optimized, flow and selection 
of metrics for its evaluation, and the experimental procedure that has been applied. The selection 
of these methods is rationalized by the likelihood of combating the issues of overfitting, local 
optimum, as well as limited labelled data into the development of more robust, accuracy, and easily 
interpretable image classification models. 
3.2 Research design 
This research focuses on the quantitative experimental research design under deep ensemble 
techniques as a strategy to improve image classification. 

 
Figure 3.2: Process diagram 

Process diagram shows the steps of designing and creating different types of ensembles and then 
comparing and training them (Wu et al. 2023). This research uses a flower image datasets of image 
classification to compare and replicate the findings of the study. 
 
3.2.1 Design implementation 
Rationale for choosing a quantitative experimental design is to obtain objective and measurable 
results which are vital when comparing the performance of various ensemble methods (Hameed 
et al. 2020). This way we can eliminate or significantly reduce interference of other factors and 
see how each of the used techniques affected the results, including such basic performance 
indicators as accuracy, precision, recall, and F1-score. 
3.2.2 Justification for choosing the design 
This research also allows to conduct a strict comparison between the considered ensemble methods 
and the traditional single model approach. Altogether, the proposed research strategy involves 
systematic experimentation and statistical analysis to find the optimal compositions of ensembles 
focused on the highest classification quality coupled with stability and intelligibility (Giuste et al. 
2020). Also, the proposed structure of the model is purely quantitative, and thus the assessment of 
the computational complexity is possible, which can give an idea about the feasibility of applying 
such sophisticated methods in actual problems. 
3.3 Ensemble techniques 
Ensembling methods analyse multiple models to raise the accuracy and stability as well as the 
possibility of generalization of machine learning systems (Hafiz et al. 2020). In this research work, 
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three major ensembles, namely, stacking, bagging, and boosting, as well as the studied hybrid 
methods, are utilized to improve the accuracy of image classification.  
Stacking   
Stacking is another technique of ensemble learning in which various base models are developed 
on the similar database and again a meta-model is applied which will incorporate the prediction. 
The base models may be of different types (neural networks, decision trees, SVMs and others), the 
final decision is given by the meta-model having as input the predictions of the base models. This 
meta-model identifies how the decisions made in the base models can be aggregated to give the 
final result (Dou et al. 2020). Stacking is even more effective because it integrates the abundance 
of various models, thus, the problems of overtraining and, consequently, low generalization are 
minimized. In image classification, stacking is used in a way that involves the use of other deep 
learning architectures’ outcomes hence leading to better and reliable results.  
Bagging  
Bagging in other words Bootstrap Aggregating is a method used in model making to enhance 
model stability and accuracy involved in the creation of many different models of the same with 
different sub-training data sets. These subsets are created using bootstrap sampling, in which case 
a new subset is derived by first randomly selecting the sample data and then replacing the sample 
back into the population (Wen et al. 2020). The models are then trained separately, and for a 
regression problem, the average of the predictions for the individual models is taken as the final 
output while for classification problems the mode of the output is considered as the final prediction. 
Therefore, bagging can be valuable especially when dealing with variance and prevention of 
overtraining of a model and particularly so in high variance models such as decision trees. Bagging 
can be applied to deep learning models in the image classification to come up with a more stable 
and accurate classifier where the training data set is noisy or possesses limited labelled data. 
Boosting 
Boosting is an iterative ensemble technique that focuses on correcting the mistakes made by 
previous models in the sequence. Unlike bagging, where models are trained independently, 
boosting models are trained sequentially, with each new model attempting to correct the errors of 
the previous one (Aboneh et al. 2022). Popular boosting algorithms include “AdaBoost”, 
“Gradient Boosting”, and “XGBoost”. In the context of image classification, boosting can 
significantly improve accuracy by focusing on hard-to-classify examples, thus reducing bias and 
variance. However, boosting requires careful tuning to avoid overfitting, as the models can become 
too focused on correcting errors from the training data. 
Hybrid methods 
Hybrid methods combine elements of stacking, bagging, and boosting to create even more 
powerful ensemble models. For instance, one could use bagging to create multiple base models, 
apply boosting to enhance the performance of each base model, and then use stacking to combine 
their predictions. These hybrid approaches can further enhance model robustness and accuracy, as 
they take advantage of the strengths of each individual technique while mitigating their 
weaknesses. In image classification, hybrid methods can lead to substantial improvements in 
performance, especially in complex tasks where single models struggle to achieve high accuracy. 
Selection of stacking, bagging, boosting, and hybrid methods is driven by their proven ability to 
address key challenges in image classification, such as overfitting, local optima, and limited 
labelled data. Stacking leverages the strengths of diverse models, bagging reduces variance and 
stabilizes predictions, and boosting enhances model focus on difficult cases. Hybrid methods offer 
a comprehensive approach, integrating the benefits of all three techniques to maximize 
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classification accuracy, robustness, and interpretability. By employing these advanced ensemble 
techniques, this research aims to achieve superior performance in image classification tasks, 
particularly in challenging domains such as medical imaging. 
3.4 Model development and implementation 
The process of developing and implementing the model is significant in improving the image 
classification capability using deep ensemble methods. It describes the analysis of data chosen for 
the study, selection of the architecture of the model, and steps in its training, along with the process 
of hyperparameter optimization.  
3.4.1 Data preparation  

● Data collection  
Specifically, this research employs flower image dataset which is the most commonly used 
dataset in the image classification systems. flower image consists of 4317 320×240 colour 
images split into 5 classes. This dataset is selected as a middle range in level of difficulty 
for the models where several types of images are covered in the dataset. The use of. fixation 
in the research community makes research results comparable with existing research 
studies.  

● Data preprocessing  
Data preprocessing plays its role in the improvement of the performance of the model it is 
being used on. Even for flower image dataset acquired from Kaggle 
(https://www.kaggle.com/datasets/alxmamaev/flowers-recognition), initial steps includes 
how they make the images conformed to the size of 320×240 pixels as specified in the 
dataset. To bring down the model complexity and prevent it from overfitting, some forms 
of data augmentation are used in this work and they include rotation, flipping and cropping. 
They generate modifications of the training set which makes the model to perform better 
when it is tested on new unseen images. From the above preprocessing pipeline, the flower 
image dataset gets properly pre-processed for training hence improving the evaluations of 
models. 

3.4.2 Model architecture  
Architecture design of the model entails choosing and preparing several models, which are deep 
learning-based models known as base learners in the ensemble. CNNs are mainly employed 
because the technique has demonstrated high efficacy in handling the classification of images. 
Several architectures such as ResNet, VGG and Inception are used to extract different levels of 
features on the images. In order to create the ensemble, stacking, bagging, and boosting are 
employed on these models.  
3.4.3 Training process  
Training process gets influenced where every base model should be trained on a pre-processed 
dataset. In boosting, models are trained progressively and each model tries to minimize the errors 
of the previous model it is trained on. The last stacking phase focuses on developing a meta-model 
on top of the base models’ predictions. 
3.5 Optimisation of algorithms and techniques 
Optimisation algorithms are essential to training deep learning models since they involve adjusting 
model parameters to minimise the loss function and enhance accuracy. Optimization algorithms 
used in this study are Stochastic Gradient Descent as well as Adam.  
SGD  

https://www.kaggle.com/datasets/alxmamaev/flowers-recognition


 

16 
 

SGD is one of the most common optimization procedures in which the model parameters are 
adjusted using random small subsets of the dataset. It also assists to deter from the local optima 
within the loss domain and quickly and efficiently traverse the landscape.  
Adam  
Adam (Adaptive Moment Estimation) is an extension over the view of RMSProp, and in addition 
to the continuously changing learning rate of SGD, it also changes the learning rate for each 
parameter separately. It keeps on updating the running averages of both the gradients and the 
squared gradients to aid in faster convergence and successful handling of complicated datasets.  
3.5.1 Techniques for efficient training  
Early stopping  
Overfitting prevention aid is early stopping which is a regularization method. Cross-validation and 
early stopping techniques are employed in training; the training process is continued with 
validation set until the model does not generalize well with the help of validation set.  
Regularisation methods  
Cross entropy loss is used for classification along with other techniques used in deep learning 
including L2 regularization (weight decay) and dropout. L2 regulation aims to reduce large 
weights in order to obtain simple models, and dropout adjusts the neurons in a random manner 
during training to avoid reliance on co-interpretation and to learn significant characteristics.  
3.6 Evaluation metrics 
In the context of the image classification models’ efficiency assessment, there is a number of key 
parameters that allow for an all-encompassing evaluation of the models (Antonio et al. 2023).  

● Accuracy  
Accuracy has to do with the total number of images which have been correctly classified 
by the penetration value out of the total number of images. It offers an initial orientation of 
the model’s efficiency across the board.  

● Precision  
Precision is equal to the division of the sum of true positive predictions made by a classifier 
and the sum of actual positive predictions and predicted positive predictions, which are in 
fact negative (Aboneh et al. 2022). It depicts the model’s capability of identifying the 
positive cases as positive and exclude the negative cases as negative.  

● Recall 
Sensitivity or recall is the measure of correctly predicted positive cases to the total actual 
positive cases and false negatives (Kang et al. 2020). It measures the model’s capacity to 
find all the positive samples in a given population.  

● F1-Score  
The F1-score is the mean of precision and recall because it incorporates both false positives 
and false negatives. It is especially helpful when the given data is skewed.  

● Computational Efficiency 
Training and computational time refers to the amount of time taken by the model to train 
and the amount of memory needed. Hence, it remains useful in assessing the feasibility of 
using the model in the real world. 
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3.7 Data Analysis 
Evaluation can be defined with desirable measures of the outcome of the data analysis task and 
statistical techniques to evaluate the performance of the proposed ensemble models.  
3.7.1 Methods for analysing results  
Performance measures are the common approach to study results and they are accuracy, precision, 
recall, F1-score, and computational complexity. These are basically computed for every ensemble 
configuration and contrasted with baseline models to determine enhancements (Yang et al. 2021). 
Furthermore, confusion matrices are employed in the assessment of the classification performance 
as well as the identification of regular occurrences of errors.  
3.7.2 Comparison of statistic techniques 
Comparing the results obtained, one might use paired t-tests or Wilcoxon signed-rank tests to 
identify whether the differences attained by ensembles are statistically significant compared to the 
traditional models (Zhang et al. 2024). These tests aid in determining whether found changes are 
as a result of ensemble techniques, or if it is only by chance. The same is done in cross-validation 
used to evaluate the models’ ability to generalize and minimize overfitting. 
3.8 Summary 
This chapter details the methodology for enhancing image classification performance through 
advanced deep ensemble techniques. It covers data preparation, including collection, 
preprocessing, and augmentation. Model development involves designing various deep learning 
architectures and training them using techniques like stacking, bagging, and boosting. 
Optimization algorithms such as SGD and Adam, alongside efficient training methods like early 
stopping and regularization, are employed. The chapter also outlines evaluation metrics accuracy, 
precision, recall, F1-score, and computational efficiency to assess model performance. This 
structured approach ensures a robust and effective enhancement of image classification models. 
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Chapter 4: Implementation 
4.1 Exploratory data analysis 

 

 

Figure 4.1.1: Class distribution of classes 
Figure 4.1.1 shows distribution of all classes in the “Flower” dataset, in the above bar chart X axis 
defines the name of the classes and Y-axis represents count of images so it is clear that there are 
different counts for each class and the count of each class is represented in different colours. 
“Dandelion” class has the highest count of images among all the classes and “Sunflower” is the 
least. 

 

Figure 4.1.2: Flower distribution 
Figure 4.1.2 portrays the pie chart that shows the distribution of various flower types. Dandelion 
is the most common with 24.4%, followed by tulip at 22.8%. Rose, daisy, and sunflower have 
percentages of 18.2%, 17.7%, and 17% respectively. Total number of “dandelion” flowers sampled 
images are 1052. 
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Figure 4.1.3: Flower distribution sample  
Figure 4.1.3 demonstrates and shows the distribution of the classes in the form sample images in 
the dataset with the specific labels.   

 

Figure 4.1.4: Image dimensions 
Figure 4.1.4 shows the plot for image dimensions, the x-axis represents the width in pixels, ranging 
from 200 to 1000, while the y-axis represents the height in pixels, from 100 to 450. This chart 
demonstrates various image sizes within these dimensions. 

 

Figure 4.1.5: Data augmentation and preparation 
Figure 4.1.5 shows image data augmentation using Keras “ImageDataGenerator”. It configures the 
generator with parameters like rescaling, rotation, and flipping. It then loads images from a 
directory, creating training and validation sets. 3457 training images and 860 validation images 
were found that belong to 5 classes. 
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4.2 Model implementation 
4.2.1 Convolutional Neural Network 

 
Figure 4.2.1.1: CNN model architecture 

Figure 4.2.1.1 shows sequential CNN model architecture consisting of multiple initial 
convolutional layers (Conv2D) that extract features from input images. Max pooling layers down 
sample feature maps, reducing dimensionality. This process repeats with increasing feature map 
depth. Flattened features are fed into dense layers for classification, culminating in an output layer 
with 5 classes. 
4.2.2 ResNet50, Vgg16 and ReceptionV3 

 

Figure 4.2.2.1: ResNet50, Vgg16 and ReceptionV3 model architecture 
Figure 4.2.2.1 shows the model architecture implementation of the “ResNet50”, “Vgg16” and 
“ReceptionV3” in the code. It takes the base model (“ResNet50”, “VGG16”, and “InceptionV3”) 
and adds custom layers for feature extraction and classification. The code downloads pre-trained 
weights for these base models. It is used to construct the deep-learning model for image 
classification with multiple output categories. 
4.2.3 Stacking, Bagging, and Boosting 
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Figure 4.2.3.1: “Stacking”, “Bagging”, and “Boosting” model architecture 
Figure 4.2.3.1 demonstrates ensemble techniques of stacking, bagging, and boosting. Each method 
combines multiple Logistic Regression models to create a stronger predictive model. Stacking uses 
a “meta-model” to combine predictions, bagging trains models independently, and boosting trains 
them sequentially, focusing on correcting errors. 
4.3 Model evaluation 
4.3.1 Convolutional Neural Network 

 

Figure 4.3.1.1: Training and validation loss 
Figure 4.3.1.1 shows how the model's performance changes over time. The blue line defines the 
training loss that shows how well the model fits the data it was trained on. The orange line 
represents the validation loss that shows how well the model performs on testing data.  

 

Figure 4.3.1.2: Training and validation accuracy 
Figure 4.3.1.2 shows how the model's accuracy changes with training. The blue line represents the 
accuracy of training data. Orange line shows accuracy on unseen data. The accuracy of validation 
is slightly lower than training model accuracy. 
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Figure 4.3.1.3: Confusion matrix 
Figure 4.3.1.3 shows the confusion matrix that summarizes the classification model's performance. 
Each row represents the actual class, and each column the predicted class. The diagonal elements 
show correct predictions, while off-diagonal elements indicate incorrect classifications. Analysing 
this matrix helps understand the model's strengths and weaknesses. 

 

Figure 4.3.1.4: Classification report 
Figure 4.3.1.4 shows the classification report of the model's performance. It shows metrics like 
precision, recall, and F1-score for each class (1-4). The overall accuracy is 68%, with variations 
across classes. 
4.3.2 ResNet50, Vgg16 and ReceptionV3 
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Figure 4.3.2.1: ResNet50, Vgg16 and ReceptionV3 model training  
Figure 4.3.2.1 shows the process of training the base model. ResNet50, VGG16 and Inception V3 
models were used for training on the dataset. The training accuracy obtained in model training is 
comparatively high that is for vgg16 the training accuracy is approx. to 0.7449 or 74.5%, for 
resnet50 the training accuracy is 0.9404 and for receptionV3 the training accuracy is 0.8662, which 
is comparative higher that the validation accuracy obtained that is 0.7977,0.2442 and 0.8279 
respectively.  
4.2.3 Stacking, Bagging, and Boosting 

 

Figure 4.2.3.1: Stacking, Bagging, and Boosting model training  
Figure 4.2.3.1 shows the method for displaying all the evaluation matrices for each ensemble 
model. Score for all models is approximately 0.24 for all three models. Precision and F1 scores 
were highest for the bagging model at around 0.115 and 0.152 respectively. 

 

Figure 4.2.3.2: Performance comparison of Ensemble techniques 
Figure 4.2.3.2 shows the bar chart that compares the performance of three ensemble techniques. 
The techniques are stacking, bagging, and boosting, across four metrics such as accuracy, 
precision, recall, and F1-score. Accuracy and recall of all three techniques are pretty high, almost 
reaching 0.25 score. 
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Chapter 5: Findings and discussion 
5.1 Findings 
5.1.1 Convolution Neural network 
According to the scoring table of the classification report, the accuracy of the CNN was 0.68. This 
implies that for the flower images applied in the test, the model successfully classified about 68%. 
Macro average F1-score is 0.67 indicating a fair trade-off of both precision and recall against the 
different flower classes. But then again, the performance varies with the different classes where 
certain classes have higher precision and higher recall than others. 
Observing the same two graphs carrying the training and validation loss values made it possible to 
notice signs of overfitting. Training loss always shows a descending trend, but the validation loss 
sometimes remains stable and sometimes even increases, which means the model learns the 
training set very well, but cannot do well on the new instances (Sabiri et al. 2022). This is again 
evident from the high training accuracy of 98% and low validation accuracy which was 0. 2442 
indicating no meaningful information is being learnt from the data by the model. For this purpose, 
data augmentation, regularisation, and early stopping methodologies can be considered for 
enhancing the model’s generalization capability. 
5.1.2 ResNet50, Vgg16 and ReceptionV3 
ResNet50, VGG16 and InceptionV3 are among the most popular architectures in deep learning, 
especially in image classification tasks. These architectures were employed in this study as pre-
processors to get high-level features of the Flower dataset and then added new layers for 
classification. Weight from ImageNet was used for transfer learning to increase the accuracy of 
the model on the smaller data (Morid et al. 2021). ResNet50 architecture which mainly focuses on 
the residual learning framework assists in avoiding the vanishing gradient problem by allowing 
the network to learn residual functions. VGG16 is just designed as a very deep neural network and 
the size of the convolutional filters used in this network is relatively small and it is capable of 
capturing finer details. InceptionV3 is one of the members of the Inception family, and several 
convolution filters with various sizes are used to enable the model to recognize a variety of features 
of the input data. 
Each of the models described in the study was trained on the flower dataset for two complete 
iterations through the data. It was meant to help in evaluating how the indicated models were able 
to classify the kinds of flowers which were five in number (Shankar et al. 2021). The experimental 
results showed that all these architectures can well extract the features from the datasets and laid 
a solid groundwork for highly accurate classification. It depended on the model’s design and the 
complexity of the structure. 
5.1.3 Stacking, Bagging, and Boosting (Ensemble techniques) 
Stacking, Bagging, and Boosting are all useful learning paradigms that involve combining many 
models to enhance predictive performance. All these techniques were adopted to the flower dataset 
by using logistic regression as the base classifier with which to compare the results of the 
techniques applied. 
Stacking method, also a type of meta-model that uses a combination of other models, enables the 
ensemble to learn from the competence of each model. Bagging, or Bootstrap Aggregating builds 
multiple models, with the same learning algorithm, on different subsamples of the training data, to 
reduce variance (González et al. 2020). Boosting learns models in a step-by-step procedure and 
each step corrects the errors of the previous step hence minimizing bias. It was ascertained in this 
study that all the techniques can improve the prediction performance although, the overall 
efficiency of Bagging stands high with high precision and F1-score compared to the other two. 
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Therefore, it can be concluded that among the attempted three methodologies, Bagging is more 
appropriate for this specific data set. The accuracy figures stayed average at approximately 0.24 
for all techniques, which indicates the difficulties in attaining high classification performance with 
the given dataset when employing ensemble methods. 
5.2 Discussion 
Research details and results portrayed in the study show the efficiency of different machine 
learning algorithms and strategies in the context of the flower dataset while pointing to its 
opportunities and challenges. Like the other models, the Convolutional Neural Network (CNN), 
which is thought to be a strong model even in image classification tasks, scored an accuracy of 
0.68, which he translated as meaning that the method correctly labelled 68% of the flower images 
in the test set (Pawara, 2021). The overall macro-average F1 score has been found to be at 67% is 
satisfactory with the essence of both accuracy with respect to an individual flower class as well as 
comprehensiveness in the identification of all types of flowers.  
Model’s performance was not equal across categories, with the precision and recall of some classes 
being higher than others. This indicates that the model has a poor consistency in differentiating 
between some flower species. Also, the issue of overfitting as shown by the difference between 
the training and validation loss suggests that although the CNN model was able to learn the training 
data, it was unable to easily generalize on the new data set, which was the validation set. This issue 
is supported by the following evidence of the high training accuracy of up to 98%, while the 
validation accuracy is very low, at 0.2442, which presupposes the need for techniques like data 
augmentation, using penalties and dropout, and early stopping to learn.  
Different from the CNN, the study also compared the results of the pre-trained architectures 
including ResNet50, VGG16 and InceptionV3, which are more popular in the deep learning field 
for image classification (Shah et al. 2023). These models were utilized for the transfer learning 
setup, where the network achieved excellent accuracy and the weights were shared from the 
database with a similar structure like the Improved ImageNet database. Each of these architectures 
brings unique advantages such as ResNet50 reduces the vanishing gradient problem through a new 
learning structure, name of residual learning VGG16 has a deep network with small receptive field 
to capture detail information which is missed by large receptive field InceptionV3 filters a various 
receptive field to recognize a various feature (Salehi et al. 2023). This work proved that these 
models provided useful high-level features from the dataset concerning the flowers and hence gave 
a good platform to classify these flowers accurately. These strengths could still be overshadowed 
by issues in handling the given task due to flower classification’s difficulty, proving that making 
the architecture more complex is one way to enhance the model’s performance.  
Three ensemble methods, namely Stacking, Bagging and Boosting, have also been adopted on the 
flower dataset to improve the level of prediction. These methods use several models 
simultaneously in order to realize their advantages over the consolidated single model; Bagging 
was determined to be the most efficient in this investigation. Thus, with the help of constructing 
many models on different subsamples of the training data, Bagging was able to decrease the 
variance and got higher accuracy and F1-score in comparison with Stacking and Boosting methods 
(Ali et al. 2022). However, the general accuracy for all forms of the ensemble was not that high, 
which was approximately 0.16, which expresses the fact of potential problems in attaining high 
classification accuracy on this data set for some reasons. This implies that although the idea of 
ensemble can bring improvements, it is not adequate enough to help solve the issues of complexity 
and variability within the flower dataset, therefore, more study needs to be done on more advanced 
ensemble methods or other methods different from ensemble methods. 
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Chapter 6: Conclusion 
6.1 Linking with objectives 
Objective of this study was to improve image classification with deep learning new ensemble 
methods. Initial stated goals were methodically achieved throughout the conducting of the 
research. First objective focused on the design and application of ensemble techniques such as 
stacking, bagging, boosting, and those that combine the techniques. This was attained through the 
development of architectures that incorporated these techniques in a way that enhanced 
classification gains while building on each technique’s strength.  
Secondly it was focused on exploring various optimization functionalities and procedures that are 
appropriate for training and applying ensembles. By using different values of learning rates, 
different regularization methods and different optimization algorithms such as Adam or RMSprop, 
the research discovered that certain strategies positively affect the models’ convergence, while 
minimizing overfitting. 
Finally, to assess the efficiency of the developed ensemble methodologies on standard databases 
of images. This was made possible by using the models to segment the “Flower” dataset and its 
ability to classify multiple flower species. The efficiency of these ensemble methods was 
compared by using parameters including accuracy, precision, recall, F1-score, and computational 
cost. The comparisons made offered an understanding into each technique’s relative strengths and 
demerits, thus meeting the fourth objective. Thus, all specified goals were achieved, which was 
important to gain a better understanding of the use of ensemble methods to improve image 
classification. 
6.2 Conclusion 
The study was able to achieve the objective of investigating the effectiveness of ensemble methods 
in enhancing the classification of images. Using the methods of stacking, bagging, boosting, and 
hybrid models, it was shown that such a strategy could increase classification accuracy and 
reliability. The investigation proved that using an ensemble can help to combine the characteristics 
of the individual models used, which makes the model more stable and accurate when an effective 
optimization of the methods applied is provided. According to the evaluation, all the ensemble 
methods offered benefits, and amongst them, bagging held the greatest potential, as could be seen 
from its highest calculated accuracy, and F1-score. The performance of the models was still 
relatively low, suggesting that although the ensemble has its benefits to signify, difficulties like 
data size, and model explanations have not been fully resolved. The studies also revealed how 
precise one needs to be about the choice of optimization algorithms to improve the model accuracy 
even more. 
The research has thus successfully met the objective of improving the image classification 
performance through the use of various ensemble algorithms. The work adds useful knowledge 
about the applicability of these approaches, especially when high predictability and model stability 
are essential. Future research can expand the results given by the described approaches using more 
complicated data and another set of optimization techniques. 
6.3 Recommendations 
Considering the results of this study, the following recommendations can be proposed for further 
research and practical implementation of image classification. 
1. First, it is important to use more vast and intricate data sets capable of providing additional 
evidence of the efficiency of the described ensemble procedures. The results on the “Flower” 
dataset were comprehensive, although the usage of these approaches on larger and more diverse 
datasets can reveal more strengths and weaknesses. 
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2. More studies should be conducted to investigate the methods for the best compromise between 
the model complexity and computational cost. In general, ensemble methods have ranked 
considerably higher than the individual method and they are also computationally expensive. 
Possible future research may try to optimize the algorithms or apply parallel processing or new 
specific chips for AI systems. 
3. Opportunities for the further development of hybrid ensemble methods include stacking, 
bagging, and boosting with the help of such methods as feature selection of dimensionality 
reduction can be considered promising. Such approaches could be useful in improving the current 
finding's modest accuracy based on the proposed methods’ ability to handle the complexity of 
underlying distribution. 
4. There is a requirement of envisioning more easily to explain the ensemble models. Since 
ensemble methods are normally based on building several models and combining them, they can 
quickly become quite sophisticated and not easy to understand. It may bring more benefits if these 
models become more transparent, as it can be useful in conditions that focus on interpreting the 
working process of models as well as in healthcare and finances. 
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