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1 Introduction

The introduction of configuration manual consists of system requirements, environmental
setup, tools and libraries used, machine learning algorithms used in predicting the mor-
tality of person in motor collision. In this research both the ensemble and stacking
approaches are used. Evaluation metrics such as precision, recall, accuracy and f1 score
are used for assessing the model’s performance.

2 System Specification

This section contains all the system specifications

2.1 Hardware Specifications

• Processor: AMD Ryzen 7 5800HS 3.20 GHz

• Installed RAM: 16.0 GB (15.4 GB usable)

2.2 Software Specifications

• Operating System: Windows 11 64-bit

• Python: Python programming language of version 3.11.4 is used for data pre-
processing and model building.

Figure 1: Python Version

• Jupyter Notebook: Jupyter notebook is an open source computing environment
used for developing codes and visualizations. The version 6.5.7 is used for carrying
out this research. The code runs on anaconda navigator (anaconda 2.4.3)
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Figure 2: Jupyter Notebook Version

3 Data Source

The dataset is downloaded from new york government website. There are two datasets
crashes which contains the data crash and the other one is person which contains the
information about the person involved in the collision.

Figure 3: Dataframe Overview

• Crashes Dataset: https://catalog.data.gov/dataset/motor-vehicle-collisions-crashes

• Person Dataset: https://catalog.data.gov/dataset/motor-vehicle-collisions-person

3.1 Data Cleaning and Analysis

Necessary libraries are imported in the jupyter notebook. The below figure shows the
necessary libraries imported.

Figure 4: Libraries Imported
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Figure 5: Voting Classifier and other libraries for assessing the model

Figure 6: Stacking Library

The below figure is the filtered dataframe after the process of data cleaning by re-
moving null values and outliers in the dataset.

Figure 7: Filtered Columns

The outliers in the person age column is handled using the interquartile range. The
below figure shows the code for iterquartile range.

3.2 Exploratory Data Analysis

This section explains about the exploratory data analysis where a number of count plots
have been plotted against the independent and the target variables.
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Figure 8: Removal of outliers from age column

Figure 9: Count plot of collisions per borough

Figure 10: Distribution of the age column

Figure 11: Bar plot of bodily injured column
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4 Data Preprocessing

This section contains the steps involved in data preprocessing such as feature engineering
techniques, label encoding techniques and oversampling techniques (SMOTE).

Figure 12: Extracting year using feature engineering

Label encoding is done to all the categorical columns of the dataset. The age column
is excluded since that is a numerical column.

Figure 13: Applying Label encoding

Figure 14: Applying SMOTE

5 Model Building

This has the overview of the models and machine learning approaches used in this re-
search. Before model building the dataset is split into X and y where X has the inde-
pendent variables and y contains target variable. The train and test is split with a ratio
of 70:30.
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Figure 15: Splitting the data to train and test

The machine learning approaches used in this research are ensemble and stacking by
combination of shuffling the base models in it.

Figure 16: Voting classifier using all the base models

Figure 17: Voting classifier with KNN and random forest
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Figure 18: Voting classifier with random forest and decision tree

Figure 19: Stacking with meta learner as random forest and base learner as decision tree

Figure 20: Stacking with meta learner as KNN and base learner as random forest
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Figure 21: Stacking with meta learner as KNN and base learner as decision tree

6 Comparison of Evaluation Metrics

This section provides overview of the comparison of the evaluation metrics such as ac-
curacy, precision, recall, f1 score and confusion matrix between the machine learning
approaches used in this research.

Figure 22: Confusion matrix and classification report of ensemble with random forest
and KNN
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Figure 23: Evaluation metrics of ensemble with decision tree and random forest
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Figure 24: Stacking evaluation metrics and training time with base learner as decision
tree and random forest as meta learner
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Figure 25: Feature importance of random forest as base learner and classification report
with base learner as random forest and meta learner as KNN
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