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1 ENVIRONMENT SETUP

e Go to colab.google.coms
e Select new notebook upload
e Upload the notebook

Open notebook

Examples >
Recent >
Google Drive

GitHub

Upload Browse

or drag a file here

Figure 1 Upload notebook to google colab
Connect to the session

Change runtime type

Runtime type

Python 3

Hardware accelerator @

@® cru O AwoePU O uacru O Tacru
QO TPUWV2
High-RAM @

Figure 2 Connect to the session



Upload the datasets into the session, one data set with without sentiment features and another
with sentiment features

<>

=

btc_final.csv W/

BJ bisk 195.04 GB available
L ]

Figure 3 uploading the dataset

Files

D C B W
—

» [ sample_data
B btc_filt csv
B btc_final.csv

Figure 4 Uploaded 2 datasets
Install the following Libraries

v |nstall the Libraries

© 1 !pip install pmdarima
!pip install ta
!pip install yfinance

3+ Collecting pmdarima

Downloading pmdarima-2.06.4-cp318-cp318-manylinux 2
Requirement already sati
B i poams 5] poady catd

64 .manylinu>
sfied: joblib»>=8.11 in fusr python3
- a ag - _ 5 —

o = L] L=




Next run the code till the sections without sentiment score

v without Sentiment scores

target column="Cl
test_si
1stm_lookback
rf_n_estimators
rf_max_dept
xgb_n_estimator
b_learning_rate=g
gb_max_depth:
plot_results=

end_time = time.time()
print(" ) ")
model, (mse, mae, r in results.items():

print(f"{model}: {mse:.4f},

print(f" S =: {end time - start time:.2f]

Figure 5 Models without sentiment scores

Below is for the model with sentiment score

v With Sentiment scores

L1

W e

start_time = time.time()

IS

0]

results = main(
data_path=r

1stm lookl
rf_n_estims

)
end time =

print(™\
for model,

print(f"{model}

Figure 6 Without sentiment scores

2 Outputs



Ensemble Model: Bitcoin Price Predicti
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