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1 Introduction

All the requirements that are necessary for this research has been included in this config-
uration manual. The software and hardware requirements as well as the code required for
data importing, preprocessing, model building, and evaluation has also been included.

Section 2 discuss about the information about the environment used. The data col-
lection and loading are described in section 3. The next section explains about the data
preprocessing steps. Section 5 describes about the splitting of the data, model building
and the evaluation.

2 Environment

2.1 Hardware Requirement

Detailed information about the hardware and software requirements as been shown in
the table below.

Operating System Windows 11
RAM 8 GB
Hard Disc 470 GB

Table 1: System Specifications

2.2 SoftwareRequirement

Programming Tools Jupyter Notebook
Web Browser Google Chrome
Other Required Software Overleaf, Microsoft Word

Table 2: Software Details

3 Data collection and loading

This section explains the code for data manipulation and importing important libraries re-
quired for data loading, cleaning and building model. The data was collected from kaggle
https://www.kaggle.com/competitions/predict-energy-behavior-of-prosumers/data
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Figure 1: Importing libraries

Figure 2: Data loading

4 Data Preprocessing

In this section the data preprocessing steps and the code used to plot the charts, removing
null values

Figure 3: Null Values
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Figure 4: Count plot

4.1 Feature Selection

Feature selection has been implemented through SelectKbest method. The data has been
splitted x sample and y sample.

Figure 5: Feature selection

Figure 6: Feature selection
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The feature scores df will show the features and score for each feature contributing
to the target variable.

4.2 Feature Engineering

The variable such as hour, day, month, day of the week, day of the year has been extracted
for the analysis.

Figure 7: Feature Engineering

After all the preprocessing all the dataset as been merged.

Figure 8: Merged Dataset
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4.3 Hyper parameter tuning

Initially optuna library should be installed using pip method.

Figure 9: Hyperparameter tuning through Optuna
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5 Data modelling and evaluation

Figure 10: Splitting the dataset as train and test

Figure 11 and 12 below shows the implementation Light GBM model and Random Forest
Regressor.

Figure 11: Light GBM

Figure 12: Random Forest Regressor

Next figure explain the stacking method, wherein the prediction are stacked together.

Figure 13: Stacking the predictions
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5.1 Linear Regression as meta model

Figure 14: Hybrid model 1

5.2 Ridge Regression as meta model

Figure 15: Hybrid model 2
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5.3 Gradient Boosting as meta model

Figure 16: Hybrid model 3
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