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x22213546

1 Introduction

The manual includes step-by-step guidelines on how to operate depending on the software
and library versions, required computer specifications, RAM volume, and memory space
needed for the project. The tutorial contains information on how to install Google Collab
and how to link Google Drive to it. The manual also states clearly that one should prefill
the project with libraries. These specifications are required to predict the sentiment with
the help of the Support Vector Machine (SVM) model Pisner and Schnyer (2020).

2 Software and Hardware Requirements

This part provides a comprehensive overview of software and hardware specifications
needed for a local machine.

2.1 Hardware Specification of Local Machine

Figure 1: details about software specifications of the local machine to implement or
execute the project. Figure 2: shows about hardware specifications as per the minimum
requirement for executing the project.

3 Cloud Environment Specifications

3.1 Cloud Service Provider and Environment Details

This project uses a Google Cloud Platform (GCP) environment with an n1-standard-4
instance, providing 4 vCPUs and 15 GB of memory, coupled with a 100 GB persistent
disk for storage.

3.2 Operating System and Software Setup

The cloud instance is running Windows 10 with Python 3.8.10 pre-installed. Additional
packages such as TensorFlow, PyTorch, and other machine learning libraries were installed
using pip.
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Figure 1: Software Specifications
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Figure 2: Hardware Specification
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Figure 3: Mounting Google Drive to Colab

3.3 Configuration in Google Colab

3.4 Accessing Configuration Files

Google Colab provides a flexible environment for managing configuration files and setting
parameters required for the project. configuration files are accessed and used.

3.5 Mounting Google Drive

To access configuration files stored in Google Drive, the drive must be mounted in Google
Colab. This allows direct access to files as if they were local.(Figure:3)

3.6 Installation Libraries on Google Colab

This section provides the steps for installing the necessary libraries and utilities for the
sentiment analysis project using Google Colab, along with a brief explanation of the
importance of each library. In this Research project Installed necessary libraries are
shown below

• pip install Numpy

• pip install pandas

• pip install seaborn

• pip install wordcloud

• pip install matplotlib

• pip install sci-kit-learn

3.7 Importance of Libraries

3.7.1 re (Regular Expressions)

The re-module helps to support regular expressions in Python, allowing for string search,
matching patterns, and manipulation. It is used for tasks such as parsing of text, data
extraction, and validation He (2012).

3.7.2 Numpy (Numerical Python)

NumPy is a fundamental package for numerical calculation in Python. It provides cal-
culation for arrays and matrices, along with a wide variety of mathematical functions to
operate on these arrays efficiently Balahur (2013).
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3.7.3 Pandas

pandas is a powerful data manipulation and analysis library. It helps to read structures
like Excel, CSV, and JSON. After reading files It converts into a data frame for proper
structure, It’s a sorting problem out of data manipulation, data alignment, reshaping,
merging, etc Abid et al. (2019).

3.7.4 Seaborn

Seaborn is a data visualization library for statistic graph plotting in Python. It gives
wonderful default styles and colors to make statistical plots more attractive and mean-
ingful.

3.7.5 WordCloud

Wordclouds are tools that utilize data visualizations to depict textual information. Words’
dimensions in the picture reveal how often or importantly they appear. You can use a
word cloud to emphasize significant textual data points. The data originating from social
networking sites can also be evaluated using word clouds.

3.7.6 Matplotlib. plot

Matplotlib is a powerful plotting library in Python used for creating static, animated,
and interactive visualizations. Matplotlib’s primary purpose is to provide users with the
tools and functionality to represent data graphically, making it easier to analyze and
understand.

3.7.7 Sklearn. svm.LinearSVC

The LinearSVC class from sklearn.svm uses Support Vector Classification for linear ker-
nels. It is used for performing multiclass classification tasks and is known for its efficiency
with big datasets Abid et al. (2019).

3.7.8 Sklearn.model selection. train test split

The train test split function from sklearn.model selection is used to split a dataset into
training and testing subsets. This is helpful for evaluating the performance of a machine-
learning model for useful data.

3.7.9 Sklearn. feature extraction. text.TfidfVectorizer

The TfidfVectorizer class from sklearn.feature extraction.text converts a collection of raw
data into a matrix of TF-IDF (Term Frequency-Inverse Document Frequency) features.
It is commonly used in data mining and information extraction to transform text data
into numerical features.

3.7.10 Sklearn. metrics.confusion matrix

The confusion matrix function from sklearn.metrics computes the confusion matrix to
evaluate the accuracy of a classification. It provides insight into the performance of the
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Figure 4: The data is stored in CSV files located on Google Drive.

classification model by showing the counts of true positive, true negative, false positive,
and false negative predictions.

3.7.11 Sklearn. metrics.classification report

The classification report function from sklearn.metrics creates a text report showing the
main classification metrics, including precision, recall, F1-score, and support for each
class. It is useful for evaluating the quality of predictions made by a classification model.

4 Applications used to run/execute the project

To execute or run the implemented code to complete the project, below list of applications
used

• Google Colab Python 3.12.4

• Visual Studio Code

• Microsoft Excel

• Microsoft Power BI

5 Data Files

This section details the steps and code required to import and prepare data for analysis.
These Data files are datasets containing information about three political parties: Arvind
Kejriwal (AAP), Narendra Modi (BJP), and Rahul Gandhi (Congress). (Figure 4:)
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6 Coding files

Real-Time Sentiment Analysis and Interactive Dashboard Deployment for Social Media
Discourse.ipynb.

This is the file used for Sentiment Analysis for the project. It’s divided into multiple
sections.

• Import Libraries

• Read and Load Data Set

• Exploratory Data Analysis

• Sentiment Analysis

• Data Visualization

• Transforming dataset – Using TF-IDF Vectorizer

• Function for Model Evaluation

• Model Building

• Testing a Model

6.1 Import Libraries

(Figure 5: Import Libraries)

6.2 Exploratory Data Analysis

(Figure 6: Data Preprocessing)

7 Sentiment Analyzer

The function is used for Sentiment text upon tweets. Gives a score and is divided into
three parts positive, negative, and neutral Balahur (2013). (Figure 7: Sentiment Analyzer
Function)

8 Data Visualization

(Figure 8: Data Visualization)

9 Transforming dataset – Using TF-IDF Vectorizer

It will transform using TF – IDF Vectorizer to the matrix for extracting features. [2](Fig-
ure 9: TF – IDF Vectorizer 9 )
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Figure 5: Import Libraries

10 Function for Model Evaluation

Model Evaluation function for Confusion Matrix, heatmap, prediction values, and actual
values Balahur (2013). (Figure 11: Model Evaluation 10 )

10.1 Testing a Model

(Figure 12: SVM Model Test)
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Figure 6: Data Preprocessing
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Figure 7: Sentiment Analyzer Function

Figure 8: Data Distribution
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Figure 9: Data Visualization

Figure 10: TF – IDF Vectorizer

Figure 11: Model Evaluation
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Figure 12: SVM Model Test

Figure 13: Confusion Matrix
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Figure 14: Classification Report
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