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1 Introduction

This configuration manual provides a comprehensive guide about the setup steps and
techniques that has been implemented along with software and hardware configuration,
source of dataset and the complete process of project implementation. Techniques of
Conditional generative adversarial network (cGAN) to generate synthetic data for class
imbalance handling and the implementation of a robust XGBoost classifier has been
discussed in this manual.

2 System Configuration

Software Components Version
Operating System Windows 11 23H2
Python 3.11.5
Jupyter Notebook 6.5.4
TensorFlow 2.15.0

Table 1: Software Configuration

Hardware Components Specification
Processor Ryzen 5 5625U
RAM 16 GB DDR4
GPU Radeon Vega 7

Table 2: Hardware Configuration

3 Dataset Source

The datasets used in this project are sourced from the Transiting Exoplanet Survey
Satellite (TESS) and Planetary Habitability Laboratory (PHL) websites.
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3.1 TESS

TESS is a National Aeronautics and Space Administration (NASA) funded mission main-
tained by the Mikulski Archive for Space Telescopes (MAST) designed to discover exo-
planets. The data is publicly available without licensing restrictions and can be accessed
through their website as shown in Figure 1.

Figure 1: TESS Website

3.2 PHL

The Planetary Habitability Laboratory (PHL) dataset is maintained by the University of
Puerto Rico at Arecibo. It provides a comprehensive database of habitable exoplanets.
The data is publicly available with a Creative Commons license and can be accessed
through their website as shown in Figure 2.

Figure 2: PHL Website
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4 Project Implementation

This section provides a step-by-step guide to the project implementation, illustrated with
code screenshots.

4.1 Importing Packages and Libraries

The required packages and libraries are imported in Jupyter Notebook as shown in Figure
3. The project used ’pandas’ and ’numpy’ for data manipulation and data processing.
Matplotlib, seaborn and missingno used for statistical and interactive data visualization.
Scikit-Learn used for data preprocessing and model evaluation. The tensorflow library
used for creating, training and optimization of the generative model. Xgboost used for
implementing the classifier.

Figure 3: Packages and libraries
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4.2 Data Loading and Merging

The downloaded datasets TESS and PHL are loaded into the dataframe as shown in
Figure 4.

Figure 4: Data Loading

The TESS table is prepared for merging, as seen in Figure 5 with common and addi-
tional columns.

Figure 5: Preparing TESS
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The PHL table is prepared for merging, as shown in Figure 6.

Figure 6: Preparing PHL
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The prepared TESS and PHL data are merged to create a combined dataset, as seen
in Figure 7.

Figure 7: Data Merging
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4.3 Data Preprocessing

Handling of missing values in categorical and numerical columns are illustrated in Figure
8. Numerical columns are handled using K-Nearest Neighbors (KNN) Imputer and the
categorical columns are handled using Simple Imputer.

Figure 8: Handling Numeric and Categorical Columns
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Handling missing values in the P HABITABLE column is shown in Figure 9. The
missing values are handled using a Random Forest classifier.

Figure 9: Handling Missing Values in P HABITABLE
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4.4 cGAN Model

Preparing data for the cGAN model is shown in Figure 10. The unnecessary parameters
are dropped and the dataset is split into features and target label. The features are scaled
and the target label is encoded.

Figure 10: Preparing Data for cGAN
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The cGAN model with generator and discriminator functions is shown in Figure 11.
The simultaneous working of the generator and discriminator in this model generates
synthetic data resembling the real data.

Figure 11: Generator and Discriminator
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The training loop for the cGAN is illustrated in Figure 12. This training process
generates synthetic data similar to real data.

Figure 12: cGAN Training Loop
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Combining synthetic data generated for the minority classes using cGAN with real
data is shown in Figure 13.

Figure 13: Combining Synthetic and Real Data
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4.5 Model Training

The combined dataset is trained on a custom XGBoost classifier, as shown in Figure 14.
The features and target labels are encoded prior to training. The model is trained on
the dataset based on specific hyperparameters achieved using param grid on grid search
hyperparameter tuning process.

Figure 14: Model Training
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4.6 Model Evaluation

The classifier is evaluated for accuracy and other metrics, as shown in Figure 15. The
quantitative metric shows accuracy, precision, recall, F1 score, log loss, AUC-ROC score
and confusion matrix. These metrics are important for performance evaluation of the
model, mainly for classification.

Figure 15: Quantitative Metrics
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The code for the ROC-AUC curve plot of the evaluation is shown in Figure 16.

Figure 16: ROC-AUC Curve

The classifier specific qualitative analysis of Shapley additive explanations (SHAP)
and feature importance are depicted in Figure 17. These metrics interpret and evaluate
the contribution of features in model prediction.

Figure 17: SHAP Analysis and Feature Importance
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4.7 Model Validation

The model’s effectiveness is validated, with predictions on new data as shown in Figure
18.

Figure 18: Model Prediction
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