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1 Introduction 

For the successful completion of this study i.e., Improving Node Classification in Term-

Document matrices using Advanced Graph Neural Networks (24). The author has used 

various system configurations, hardware and software requirements for the successful 

completion of this study. 

The structure of this configuration manual is divided into many sections: such as in the section 

2 all the system configuration requirements have been discussed. In the next section 3, how the 

project has been developed using user defined functions and classes for the layers and more. 

In the section 0, the report has discussed about the various preprocessing steps used for building 

the proposed models, in the section 0 the proposed baseline architectures in this study were 

discussed and lastly the references. 

 

2 System Configuration 
The following system configuration was used for the successful development of this project. 

2.1 Hardware Requirements 

Device HP Laptop 15s-du3047TX 

Operating System Windows 11 x64-bit 

RAM 8.00 GB 

CPU Intel® Core (TM) i5-1135G7 @ 2.40GHz 

GPU Intel® Iris Xe Graphics, NVIDIA GeForce 

MX350  

2.2 Software Requirements 

Software Used Visual Studio Code 

Language Used  Python 

Others MS Word, overleaf 
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3 Project Development 
In this section, all the required python libraries and loading the data and getting into the right format of that 
data was showed 

3.1 Importing the required Python libraries 
 

 

3.2 Fetching the dataset using link and loading the dataset into notebook 
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3.3 Exploratory Data Analysis 
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3.4 Construction of the graphs 

 

 

3.5 Train-test split and defining hyperparameters 
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3.6 User defined function for training the models 

 

 

3.7 User-defined function for plotting curves 
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4 Data Preprocessing 

4.1 Defining the function for creating feed forward network 

 

 

4.2 Train-test split 

 

 

4.3 Fetching the shape of nodes and edges 
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4.4 Definition of Graph Convolutional layers 
In this section, we have used the code for defining the graph convolutional layers to build the proposed GNN 
architectures. 
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4.5 Definition the class of Graph Attention Layers 
In this section, we have used the code for defining the graph attention layers to build the proposed GAT 
architectures (24). 
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5 Model Architectures 
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5.1 Baseline Architecture 

 

5.1.1 Summary of the Baseline Architecture 
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5.1.2 Evaluation of Baseline Architecture on test set 

 

5.1.3 Prediction of randomly generated instances using baseline architecture 
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5.2 Proposed GNN Node Classifier Architecture 1 
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5.2.1 Summary of the Proposed GNN Architecture 
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5.2.2 Evaluation of Proposed GNN Architecture 1 on test data 

 

5.2.3 Prediction of randomly generated instances 
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5.3 Proposed GNN Node Classifier Architecture 2 (Hyperparameter 

Tuning) 

 

5.3.1 Random search using various different parameters and evaluated accuracy 

 

5.3.2 Building the model using best hyperparameters 
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5.4 Proposed GAT Node Classifier Architecture 1 
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5.4.1 Defining the hyperparameters for proposing the model 

 

5.4.2 Training the model for 50 epochs and evaluating the accuracy 
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5.4.3 Getting the model summary 
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5.4.4 Prediction of randomly generated instances 

 
 

5.4.5 Confusion Matrix of GAT Node Classifier 1 
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5.5 Proposed GAT Node Classifier Architecture 2 

5.5.1 Defining the hyperparameters and training the model 

 

5.5.2 Evaluation of Accuracy on test data 

 

5.5.3 Getting the summary of the model 
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5.5.4 Prediction of randomly generated instances 

 



24 
 

 

5.5.5 Confusion Matrix of GAT Node Classifier 2 
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