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Samradni Ranganath Bharadwaj
Student ID: X22214801

1 Introduction
This confirguration manual for ‘Detecting Genes that have High Probability of Causing
Kawasaki Disease’. This is a guide on the system requirements, establishing libraries and
running the code. The information is dedicated to the setting-up procedures and code steps
required to develop a predictive model.

2 System Specification

Model Name Asus Zenbook 14
Operating System Microsoft Windows 11 Home Single Language
Version 10.0.22631 Build 22631
Processor Intel® Core™ i5-1035G1 CPU @ 1.00GHz, 1190 Mhz, 4 Core(s),

8 Logical Processor

Storage 475 GB
RAM 8 GB

Table 1: Specifications of Systems

3 Software Used

In this project, python was the main the programming language. The python version that was
used in building this project was 3.11.5 version. The python was accesed from the Anaconda
Jupyter Environment. It is the updated version, therefore has new and updated libraries in it.
The anaconda notebook’s version is 23.7.4 and the jupyter noterbook’s version is 6.5.4. This
setup is updated and there are no errors while running the code.

4 Research Project Developement

4.1 Importing Libraries
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Figure 1: Importing Libraries

Various python libraries shown in Figure 1 are necessary and were imported to support the
steps that will be performed to achieve the solution for the research questions. As python is
the principal language mainly because of the availability of numerous libraries to handle data
like Pandas for efficient handling of complex data, Matplotlib and Seaborn for
visualization ,sklearn.cluster for the clustering algorithms like K Means Clustering and
DBSCAN that are implemented. sklearn.decomposition for implementing Principal
Component Analysis, sklearn.manifold for t-SNE and sklearn.preprocessing for
StandardScalar to standardize the features.

4.2 Uploading Files

Figure 2: Loading df1 file

Figure 3: Loading df2 file
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As shown in Figure 2 and Figure 3, the files were imported in jupyter to perform future steps.
After importing these files, the shape for the dataset was checked by checking the first 5 rows
and columns.

4.3 Data Cleaning

Figure 4: Data Cleaning of DF1

Figure 5: Data Cleaning of DF2

The Figure 4 and Figure 5 depict the data cleaning steps. Intitally they were checked for
missing and duplicate values and then the missing and duplicate values were removed to
ensure that the data is clean and accurate to make predictions on. After cleaning the dataset,
they were again check and for this the first 5 rows were chosen to see if the data is clean and
then the shape of the dataset was checked.
After performing these steps various visualizations were performed to understand the data.

4.4 Modelling
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Figure 6: Model Implementation on df1

The Figure 6 shows that KMeans Clustering was implemented on df1 where the data was
divided in 3 clusters. Later PCA was implemented to reduce the dimensions.

Figure 7: Anova on df1

The Figure 7 depicts the implementation of Anova on df1 to check if there is statistical
significant difference between the data.

Figure 8: Feature extract for clustering on df2
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Figure 9: KMeans implemented on df2

KMeans was implemented on df2 to make the clusters of the data and Anova was
implemented to check the statistical difference in the data.

Figure 10: Implementation of DBSCAN

On df2, multiple models and techniques were implemented and DBSCAN is one of them.
DBSCAN seperates the low density data and that is why it is an ideal fit for the dataset as it
has dense gene data and to trace the noise data is difficult. DBSCAN does that work perfectly.
t-SNE is implemented to visually depict the noise data as compare to good data.
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