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Configuration Manual

Varun Bhalerao
Student ID: x22206884

1 Introduction
This configuration document includes all the details relevant to the research study on hate
speech detection using the RoBERTa model, implemented with a standard laptop. The
manual is organized with step-by-step procedures for reproducing the thesis work and
explaining all the artifacts related to the report. Code snippets are given that encompass the
whole process from data collection and model development to experimentation and result
evaluation.

2 Specifications

2.1 Hardware Specifications
This project was done on a standard laptop which is Acer nitro-5 2020 model. Given below
are the hardware specifications for the device.

Figure 1: Device Specifications

2.2 Software specifications:
As this research was done on a deep learning task, the hardware and software specifications
was not enough to process the data as well as run both the models. The model size being
large, which is not compatible for a standard laptop (FacebookAI/xlm-roberta-base · Hugging
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Face, no date) (distilbert/distilbert-base-uncased · Hugging Face, 2024). Hence, Google
colab was used to process the models. The specifications for Google Colab are given below:

Figure 2: Google Colab Specifications

3 Data Collection

The dataset was taken from Kaggle. It was a hate speech and offensive language dataset
(Hate Speech and Offensive Language Dataset, no date). The file was ‘.csv’ file. The dataset
has various tweets. It can be found on the following URL link given below:
https://www.kaggle.com/datasets/mrmorj/hate-speech-and-offensive-language-dataset

4 Data Preprocessing

4.1 Installing the required packages such as emoji, optuna, Textblob.

Figure 3: Installing Packages

https://www.kaggle.com/datasets/mrmorj/hate-speech-and-offensive-language-dataset
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4.2 Importing required libraries:

Figure 4: Importing Libraries

4.3 Downloading the tokenizers.

Figure 5: Downloading Tokenizers

4.4 Loading the dataset csv file using pandas.

Figure 6: Loading the dataset
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4.5 Printing the first 5 rows of the data set using “.head” command.

Figure 7: First 5 columns of the data set.

4.6 Checking the dataset to see if there are any null values by using the “data.isnull”
command.

Figure 8: Missing Values
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4.7 Printing the Class distribution

Figure 9: Class Distribution

4.8 Printing the average count of labels for the class.

Figure 10: Average count of Labels
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4.9 Performing text preprocessing for the dataset like feature scaling, Removing duplicates,
creating new features for tweet length.

Figure 11: Text preprocessing

4.10 Performing sentiment analysis

Figure 12: Sentiment analysis
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4.11Saving the pre-processed file" as a “.csv”.

Figure 13: Saving file as .csv

Below is the before and after of the dataset after performing all the preprocessing techniques.

Figure 14: Before preprocessing

Figure 15: After Preprocessing

4.12 Performing one-hot encoding on the dataset.

Figure 16: One-hot encoding
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4.13 Ensuring there are no null values in the dataset.

Figure 17: Dropping the null values

5 Model Implementation

5.1 Splitting the dataset into train and test partitions.

Figure 18: Splitting data

5.2 Data Augmentation

Figure 19: Data Augmentation
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5.3 Advanced Tokenization

Figure 20: Tokenization

5.4 Defining function and running optuna

Figure 21: Code for Defining function and running optuna.
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Figure 22: Output for Optuna

5.5Training the final model based on the best parameters found out by optuna.

Figure 23: Final model output

5.6 Save the model and Evaluate the final model on test dataset.

Figure 24: Final model accuracy

5.7 F1-Score for the final model

Figure 25: Final model F1-Score
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