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Configuration Manual

Varun Bhalerao
Student ID: x22206884

1 Introduction

This configuration document includes all the details relevant to the research study on hate
speech detection using the RoBERTa model, implemented with a standard laptop. The
manual is organized with step-by-step procedures for reproducing the thesis work and
explaining all the artifacts related to the report. Code snippets are given that encompass the
whole process from data collection and model development to experimentation and result
evaluation.

2 Specifications

2.1 Hardware Specifications
This project was done on a standard laptop which is Acer nitro-5 2020 model. Given below
are the hardware specifications for the device.

System > About

eeeee

Figure 1: Device Seciﬁctis

2.2 Software specifications:

As this research was done on a deep learning task, the hardware and software specifications
was not enough to process the data as well as run both the models. The model size being
large, which is not compatible for a standard laptop (FacebookAl/xIm-roberta-base - Hugging



Face, no date) (distilbert/distilbert-base-uncased - Hugging Face, 2024). Hence, Google
colab was used to process the models. The specifications for Google Colab are given below:

Sun Aug 11 18:55:48 2824

rer Version: CUDA Version: 12.2

GPU Name Volatile Uncorr. ECC
Fan Temp :Usage/Ca Memory-Usage | GPU-Util Compute M.

MIG M.

@ NVIDIA Al1e0-5xM4-48GE off | eeeopod:ea:84.8 Off
34C Pa 2MiB / 48968MiB

Figure 2: Google Colab Specifications

3 Data Collection

The dataset was taken from Kaggle. It was a hate speech and offensive language dataset
(Hate Speech and Olffensive Language Dataset, no date). The file was ‘.csv’ file. The dataset
has various tweets. It can be found on the following URL link given below:
https://www.kaggle.com/datasets/mrmorj/hate-speech-and-offensive-language-dataset

4 Data Preprocessing

4.1 Installing the required packages such as emoji, optuna, Textblob.

nstall emoji

Requirement already : emoji in / st
Requirement already satis : typing-extens

pip install optuna

Requirement alread : optuna in / / / 8/dist-pack

Requirement alread : alembic>=1. / y /python3.10/dist-

Requirement alread

Requirement alread =
Requirement already i <agi @ in J / /ey a/ t from optuna) (24.1)
Requirement alread ie e 3.8 i cal/lib/| i (from optuna) (2.8.32
Requirement alread 3 i / / 3 cki (from optuna) (4.66.5)
Requirement alread C i ocal/ r 9 (from optuna) (6.

Requirement alread e Mako in / 8/ cki from alembi.

Requirement alread

Requirement alread = H C i .18/dist ck (from sqlalchemy>=
Requirement already : : Markups. .3 / [loc ) dist-packages (from Mako->alemb

] pip install TextBlob

Requirement already 4 3 python3 dist-packa

Requirement alread z S8 ib/python3.18/dist-pac

Requirement already s ed: il hon3.16 packa )

Requirement already s e B/ i 3lob) (1.4.

Requirement alread isfie 3 i -pack (fro 3. Blob) (20824.5.15)
Requirement already E in / / 7 e 0 .5)

Figure 3: Installing Packages


https://www.kaggle.com/datasets/mrmorj/hate-speech-and-offensive-language-dataset

4.2 Importing required libraries:

pandas pd
matplotlib.pyplot as plt
~t seaborn

earn.model

tensorflo

gptuna
transformers
nltk.tokenize
nltk.stem i

textblob i
ort nltk

tk.download(
nltk.corpus

transformer: guenceClassification, create optimizer
klearn.met t fication report, accuracy score

sklearn.metrics t f1 score

sklearn.metrics confusion_matrix, ConfusionMatrixDisplay

Figure 4: Importing Libraries

4.3 Downloading the tokenizers.

nltk.download( " pu

nltk.download(

[nltk data] Downloading package punkt to froot/nltk data...
[nltk data] Package punkt is already up-to-date!

[nltk data] Downloading package stopwords to froot/mltk data...
[nltk data] Package stopwords is already up-to-date!

Trues

Figure 5: Downloading Tokenizers

4.4 Loading the dataset csv file using pandas.

file path = '1

= pd.read csv(file path)

Figure 6: Loading the dataset



4.5 Printing the first 5 rows of the data set using “.head” command.

print{"\nFirst 5 F
print{data.head())

First 5 Rows of the Dataset:

Unnamed: @ count hate speech offensive langua neither clas

L
® M

5]
1 3 ik
2
3

+u
ohokad
(= I 5= S ¥R

tweet
111 BT f@mayasclovely: As a woman you shouldn’t...
11111 RT @mleewl?: boy dats cold...tyga dwn ba...
1HHILLD AT @UrKindCfBrand Dawg!!!! RT @8@sbaby...
11HILLLNL BT @C G Anderson: fiviva based she lo...
PIPLLLLLLLILY BT @ShenikaRoberts: The shit you...

Figure 7: First 5 columns of the data set.

4.6 Checking the dataset to see if there are any null values by using the “data.isnull”
command.

print{"\nMissing Values:")
print({data.isnull().sum(})

Missing Values:
Unnamed: @

count

hate_speech
offensive language
neither

class

tweet

dtype: inte4

(%
(%
(%
8

i T T %

Figure 8: Missing Values



4.7 Printing the Class distribution

Distribution of Classes

Hate Speech Offensive Language Neither
Class

Figure 9: Class Distribution

4.8 Printing the average count of labels for the class.

plt.figure(fi
rplot(
plt.title('”

labels=

Average Count of Labels per Class

Label
EEN hate_speech
mmm offensive_language
mm neither

N
(=]
L

Average Count
&

Hate Speech Offensive Language Neither
Class

Figure 10: Average count of Labels
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4.9 Performing text preprocessing for the dataset like feature scaling, Removing duplicates,
creating new features for tweet length.

word i

owballStemmer (

scaler.fit transform(
)
/

=t'].apply(lambda x: len(x.split()))

Figure 11: Text preprocessing

4.10 Performing sentiment analysis

data[ s d . smbda x: xtBlob(x) . sentiment . polarity))

plt.figure(fig:
» data=data)

Sentiment per Class

o

sentiment

8

o (<]

T T T
Hate Speech Offensive Language Neither
Class

Figure 12: Sentiment analysis




output file path = =
data.to csv(output file path, inde

(output file path}"™)

d data saved to preprocessed labeled data.csv

Figure 13: Saving file as .csv

Below is the before and after of the dataset after performing all the preprocessing techniques.

I !munt hate_speecoffensive_| neither  class tweet

0 3 0 E 3 2 I RT @mayasolovely: As a woman you shouldn't complain about cleaning up your house. &amp; as a man you should always take the trash out...
1 3 (1] 3 0 1 M RT @mleewl?: boy dats cold...tyga dwn bad for cuffin dat hoe in the 1st place!!
2| 3 (1] 3 0 1 M RT @UrKindOfBrand Dawg!!!! RT @80sbaby4life: You ever fuck a bitch and she start to cry? You be confused as shit
3 3 0 2 1 1 HIRT @C_G_Anderson: @viva_based she look like a tranny
4 6 0 6 0 i1 LI RT @ShenikaRoberts: The shit you hear about me might be true or it might be faker than the bitch who told it to ya &#57361;
5 3 I 2 0 1 mnnnit@T Madison_x: The shit just blows me..claim you so faithful and down for somebody but still fucking with hoes! &#128514;8#128514;&#128514,"
6 3 (1] 3 0 i @__ BrighterDays: | can not just sit up and HATE on another bitch .. | got too much shit going on!"
7 ] (1] 3 0 1 11&##8220; @selfiequeenbri: cause I'm tired of you big bitches coming for us skinny girls!!&#8221;
8 3 0 3 0 1 " &amp; you might not get ya bitch back &smp; thats that "
@rhythmi
XX
:ht:bb\'ss
9 3 ¥ 2 0 1 include:
fighting
Mariam"
bitch
Figure 14: Before preprocessing
Unnamed: | count hate_speecoffensive_| neither class tweet tweet lengsentiment
0 -0.275721 -0.443966 -1.72478 2.201388 2 rt mayasolov woman shouldnt complain clean hous amp man trash 10 0.3666667
1 -0.275721 -0.443966 0.418948 -0.493361 1 rt mleewl? boy dat coldtyga dwn bad cuffin dat hoe 1st place 12 -0.7
2 -0.275721 -0.443966 0.418948 -0.493361 1 rturkindofbrand dawg rt 80sbabyalif fuck bitch start confus shit 10 -0.3
3 -0.275721 -0.443966 -0.295628 0.4048884 1 rt cganderson vivabas look like tranni 6 0
4 31216249 -0.443966 2.5626761 -0.493361 1 rt shenikarobert shit hear true faker bitch told ya 57361 10 0.075
5 -0.275721 1.1387172 -0.295628 -0.49336l 1 tmadisonx shit just blow meclaim faith somebodi fuck hoe 128514128514128514 10 -0.3
6 -0.275721 -0.443%966 0418943 -0.493361 1 brighterday just sit hate bitch got shit go 8 -0.5
7 -0.275721 -0.443966 0.418948 -0.493361 1 8220selfiequeenbri caus im tire big bitch come skinni girls8221 9 0
8 -0.275721 -0.443%966 0.418943 -0.493361 1 amp ya bitch amp that 5 0
9 -0.275721 1.1387172 -0.295628 -0.493361 1 rhythmixx hobbi includ fight mariam bitch 6 0
10 -0.275721 -0.443966 0.418948 -0.493361 1 keek bitch curv lol walk convers like smh 8 0.8
11 -0.275721 -0.443966 0.418948 -0.493361 1 murda gang bitch gang land 5 0
12 -0.275721 -0.443966 -0.295628 0.4048884 1 hoe smoke loser yeaig 5 0
13 -0.275721 -0.443966 0.418948 -0.493361 1 bad bitch thing like 4 -0.7
14 -0.275721 1.1387172 -0.295628 -0.493361 1 bitch 1 0
15 -0.275721 -0.443966 0.418948 -0.493361 1 bitch nigga miss 3 0
16 -0.275721 -0.443966 0.418948 -0.493361 1 bitch plz 2 0
17 -0.275721 1.1387172 -0.295628 -0.493361 1 bitch love 2 0.5
18 -0.275721 -0.443966 0.418948 -0.493361 1 bitch cut everyday b 4 -0.2

Figure 15: After Preprocessing

4.12 Performing one-hot encoding on the dataset.

Figure 16: One-hot encoding



4.13 Ensuring there are no null values in the dataset.

data = data.dropna()

Figure 17: Dropping the null values

5 Model Implementation

518 partitions.

[ ]

litting the dataset into train and test

X _train, X test, y train, y test = train_test_split(

| .values,

].values,

random_state=42

Figure 18: Splitting data

5.2 Data Augmentation

synonym_replacement(text, n):
words = text.split()
new_words = v ()
random word list = list(set(words))
random. shuffle{random_word list)
num _replaced = @
for random word in random word list:
synonyms = wordnet.synsets(random_word)
if synonyms:
synonym = synonyms[@].lemmas()[@].name()
new_words = [synonym if word = random word else word for word in new_words]
num_replaced += 1

if num_replaced »= n:

Figure 19: Data Augmentation



5.3 Advanced Tokenization

train_encodin, t ( True, padding=True, max length=1
test encodin < 7 ~ue, padding=True, max length=128)

train_dataset = tf.data.Dataset.from te i i train encodings r_train)).shuffle(len(X_train)).batc
st_dataset = tf.data.Dataset.from_tens i encodings),

4

fusr/local/lib/python3.18/dist-packages/huggingface hub/utils/ token.py:89: UserWarning:

The secret "HF_TOKEN™ does not e in your Colab secrets.

To authenticate with the Hugging Face Hub, create a token in your settings tab (

You will be able to reuse this secret in all of your notebool

Please note that authentication is recommended but still optional to access public models or datasets.
warnings.warn(

tokenizer_config json: 25.0/25.0 [00:00<00-00, 1.89kB/s]
vocab. json: 100% 899k/899k [DO: -00, 3.83MB/s]
merges.ixt: 100% 456k/456k [D0:00<00:00, 2.14MB/s]
tokenizer json: 100% 1.36M/1.36M [00:00<00:00, 6.20MBys]

config json: 100% | | 481/481 [D0-00<DC0-00, 39.0kB/s]

Figure 20: Tokenization

5.4 Defining function and running optuna

objective(trial):

learni ate = trial.s

num_train_ e

bat

optimizer name = trial.suggest categorical(

f create model with scheduler():
model = TFRobertaF i : - 1 labels=len(label encoder.cl
steps_per_epoch =
num_train
optimizer, i ini - g rate, num_train ste m_train_steps, num
f SparseCategoricalC

model = create_model with_s

model.fit(train dataset, epochs=num train_epochs, walidation data=test dataset)

model .evaluate(test_dat
accuracy

st_params = study.best params
ore = study.best value

{best_pa

Figure 21: Code for Defining function and running optuna.



[T 2624-88-10 21:62:57,146] A new study created in memory with name: no-name-9f350a71-3a08-4c41-84af-ad do1d1

ipython-input-34-fhecafdfcaf>:3: FutureWarning: suggest loguniform has been deprecated in v3.0.8. This feature will be removed in v6..0. 5 3g/v3.0.0. Use suggest_float(. rue) instead.
learning_rate - trial.suggest_loguniforn('learning rate’, le-6, 1e-4)

model safetensors: 100% 499M/499M [00:00<00:00, 546MB/s]|

Some weights of the PyTorch nodel we:

s e cation model from a BertForPreTraining model).
- This IS NOT expected i ini o 5 ification fron a PyTorch model that you o be exactly identical (e.g. a orsequenceClassification model).
ne weights or buffers of the TF 2.0 model TFAobertaforsequenceClassification were not inftialized from the PyTorch model and are newly initializeds [*classiFier. ", “classifier.dense.bias’, ‘cla Lout_proj.weight*, ‘classifier.out_proj.bi
You should probably TRAIN this model on a down-stream task to be able to use it for predictio
7

55 - val_accuracy: 0.8

1.210954986167106e-06, 'num_train_epoch: i i : ‘adam'}. rial @ with valu
quencecl, ion: ['roberta,enbeddings . position ids']
ion from a PyTorch model trained on another task or with another architect: .g. initializing a TFBertForSequenceClassification model from a BertForPreTraining model)
ion from a PyTorch model that you expect to be exactly i .g. initi g a TFBertForSequenceClassification model from a BertFo Classification model).
Some we)sh v bt el TFRobertaForSequenceClassification were not initialized from the PyTorch model and are newly initialized: ['classifier.dense.ueight’, 'classifier.dense.bias’, ‘classifier.out proj.weight’, ‘classifier.
You should probably TRAIN this model on a down-stream task to be able to use it for predictio ind inference

6.2345 - accuracy: 0.8948 - val | 88 - val_accuracy: 0.9154
- val_accuracy: 0.3154

-10 21:21:05,964] Trial 1 Fi
Some we15ht~ of the PyTorch odel were not P
Thi ini g r Fication from a PyTorch model trained
s xpected if you are initializing TFRobertaForSequenceClassification from a Py
Some weights or buffers of the TF 2.8 model TFRobertaForSequenceClassification were not initializ
You should probably TRATI this nodel on 3 down-strean task to be able to use
6: E - accuracy: 0.890 | loss: - val_accuracy: 0.9138
- accurs e

, ‘optimizer': ‘adams’}. B trial 1 with valu 53721928596497.

fication model).
.out_proj.weight*, ‘classifier.out_proj.bias

“learning rate": 4.203818057398197e-06, num_train_epoc) i : 8, ‘optimizer': 'adam'}. Best is trial 1 with value: 0.9153721928596497.
i Ta i 502056026199964¢ -85 \ train epochs': 2, 'batch size': 16, ‘optimizer's ‘adami'}
1928596497

Figure 22: Output for Optuna

5.5Training the final model based on the best parameters found out by optuna.

create_final model():
model = TFRobertaForSequenceClassification, from pretrained('ro
eps_per_epoch = len(X train) // best_parans['b
nun_train steps = steps per_epoch * best params['n
optimizer, schedule = create optimizer(init Ir=best paru 5
wodel. conpile(optinizer=optinizer, loss=tf.keras. los
eturn model

final model = create final model()
Final_nodel. fit(train dataset, epoc s[*nun train epochs'], validation data-test dataset)
5 Sone ueights y e not used vhen initi 2.0 model. TFRobertaForSequenceClassification: [*roberta.enbeddings.position ids']
tion from a PyTorch model trained on another task or with another architectu . initializing a TFBertForSequenceClassification model from a BertForPreTraining model).
fi identi izing a TFBertForSequenceClassification nodel from a BertForSequenceClassification nodel).
Some weights or buffers of the TF 2.8 model TFRobertaForSequence(lassification were not initialized from the PyTorch model and are newly initialized: ['classifier.dense.weight’, ‘classifier.dense.bias’, classifier.out proj.ueight’, i
You ;I\nuli probably TRAIN this model on a down-stream task to be able to use it for predictions and inference.

8dns/step - loss: 0.283) - accuracy: 8.9088 - val loss: 0.2319 - val accuracy: 6.919

- 304s 6lms/step - loss: 0.2252 - accuracy: 0.9172 - val loss: 0.2319 - val accuracy: 8,919

Figure 23: Final model output

5.6 Save the model and Evaluate the final model on test dataset.

—):v 124@/1240 [= 23ms 5 A accuracy: 8.9139
Final Model Accuracy: 8.91%991126

Figure 24: Final model accuracy

5.7 F1-Score for the final model

predictions = final model .predict(test_data
predicted labels = np.argmax({predictions.logit

1 =
print(

S+ 1248/1248 [———
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