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1 Introduction  
 

The Configuration Manual outlines the technical setup and procedures used in this research 

project. It details the hardware and software specifications, necessary packages, and step-by-

step implementation processes for various models. This manual serves as a comprehensive 

guide for replicating the project, ensuring that all configurations and methodologies are 

documented for accuracy and reproducibility. 

 

2 System Specifications  
 

The Research project was implemented on a machine having the following configurations: 

2.1 Hardware Specification  

The hardware setup needed for the experiment is shown in Table 1. Local machines were 

used for the research at hand while several investigations were conducted. 

 

Table 1. Hardware Specifications 

Model  Vivobook_ASUSLaptop 

Processor 12th Gen Intel(R) Core(TM) i5-12450H   2.00 GHz 

RAM 16.0 GB 

Operating System Windows 11 

System type 64-bit operating system, x64-based processor  

Storage  231 GB 

 

2.2 Software Specifications 

• Programming Language: Python 

• IDE: Jupyter Notebook  

• Web Browser: Google Chrome 

• Documentation: Overleaf, Microsoft Excel, Microsoft PowerPoint 

2.3 Packages Required  

Table 2 displays all the main packages and libraries used in this research in total. 
 

Table 2: Software Specification 

Libraries Usage 

Matplotlib For visualizations 
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Numpy Used for numerical computations 

Pandas data manipulation and analysis, particularly for handling 

structured data (CSV files) 

matplotlib.pyplot For visualizations 

Seaborn For Statistical data visualizations 

Scikitlearn For Machine Learning and Statistical Modelling 

tensorflow The core library used for machine learning and deep 

learning 

xgboost For implementing XGBoost algorithm 

pygam.LinearGAM For fitting generalized additive models 

 
 

3 Data Acquisition  
 

There different Data was sourced, from the Kaggle, offering a varied and extensive dataset 

crucial for thorough model training and assessment. 

 
Table 3: Datasets Details 

Datasets Details 

Factors Influencing Forest 

Fire Dataset 1 

 

 

This dataset includes attributes like weather conditions, 

temperature, wind speed, and humidity, along with the size of 

forest fires. 

 

Smoke Detection Dataset2, 

 

This dataset contains over 96,000 line items and includes 

various IoT & sensor data aimed at detecting smoke in 

different environments. 

 

Aerial Imagery Dataset3 

  

This dataset consists of thousands of satellite images and 

corresponding labels that indicate the presence of wildfires. It 

focuses on large-scale wildfire detection using aerial and 

satellite imagery. 

 
 

4 Implementation  
 

This section outlines the procedures we used to develop models for forest fire prediction and 

management. This Research includes 3 analyses and their own outcomes and evaluation 

contributing to the research approach. Each analysis was performed on a different dataset 

according to the nature of the sets. The implementation was performed in the following order: 

 

• The first implementation was done with ‘Factors Influencing Forest Fire’ dataset 

using Machine learning regression models.  

 
 
1  https://www.kaggle.com/datasets/uttam94/forest-forest-dataset 
2 https://www.kaggle.com/datasets/deepcontractor/smoke-detection-dataset 
3 https://www.kaggle.com/datasets/elmadafri/the-wildfire-dataset 

https://www.kaggle.com/datasets/uttam94/forest-forest-dataset
https://www.kaggle.com/datasets/deepcontractor/smoke-detection-dataset
https://www.kaggle.com/datasets/elmadafri/the-wildfire-dataset
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• The second implementation was done using ‘Smoke detection’ dataset using Deep 

learning classification models. 

 

• The Third implementation was done using ‘Aerial images’ dataset using Deep 

learning classification models.  

 

4.1 Implementation of Forest Fire Area Analysis 

4.1.1 Packages and Libraries 

All the necessary libraries and packages required are loaded in initially before starting the 

analysis.  

 

 
Figure 1. Packages and Libraries from Dataset 1 

4.1.2 Data Loading 

The factors Influencing Forest Fire dataset sourced from Kaggle is loaded in Jupyter 

Notebook. Figure 2  
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Figure 2. Loading factors influencing data  

4.1.3 Exploratory Data Analysis  

The main goal of exploratory data analysis (EDA) is to examine the data before making any 

assumptions. Initially, summary statistics (like mean, standard deviation, and percentiles) are 

used to explore the dataset's numerical features. 

 
Figure 3. Summary Statistics  

 

Figure 4 shows a correlation heatmap depicting the relationships between different variables 

in the dataset 

 
Figure 4. Correlation Matrix  

 



5 
 

 

A pair plot is used to visualize the relationships between multiple variables in the dataset. By 

examining these scatter plots and histograms, we can identify correlations, distributions, and 

potential patterns or trends.  

 
Figure 5. Pair plot  

4.1.4 Data Preprocessing  

 

Data preprocessing is a crucial step in preparing raw data for analysis and modeling. It involves 

cleaning the data by handling missing values, transforming categorical data into numerical 

formats (such as label encoding), and standardizing or normalizing numerical features to ensure 

consistent scales across variables. 

 

Missing Values: Figure 6 shows that there are no missing values in any of the columns of the 

dataset, ensuring that the data is complete and ready for further preprocessing and analysis. 
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Figure 6.  Identifying Missing Values  

 

Label Encoding: This function is used here to convert the categorical month and day columns 

into numerical values, making them suitable for model training. 

 

Standardization: The ‘StandardScaler’ is applied to standardize the numerical features, 

ensuring that they all have a mean of 0 and a standard deviation of 1, which is essential for 

many machine learning algorithms to perform optimally. 

 

 
Figure 7.  Label Encoding and Standardization   

 

Splitting Data: The dataset is split into features (X) and the target variable (y), followed by 

dividing the data into training and testing sets using train_test_split. This allows the model to 

be trained on one portion of the data and evaluated on another, ensuring that the model's 

performance can be tested on unseen data.  

 

 
Figure 8.  Data Splitting  

 

With this, the data preprocessing is complete, and the dataset is ready for modeling. 

4.1.5 Modeling  

In this implementation section, three different machine learning regression models—

Generalized Additive Model (GAM), Support Vector Regressor with an RBF kernel (RBFN), 

and XGBoost—are trained on the dataset to predict the target variable. 
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Figure 9 shows the model building and Results of Generalized Additive Model (GAM) 

model. 

 
Figure 9.  GAM model  

 

Figure 10 shows the model building and Results of Support Vector Regressor with an RBF 

kernel (RBFN).   

 

 
Figure 10.  Support Vector Regressor with an RBF kernel model  

 

Figure 11 shows the model building and Results of XGBoost model.  
 

 
Figure 11.  XGBoost model  
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Figure 12.  Comparison of model results  

4.1.6 Evaluation – Code Snippets  

 

 
Figure 13. (A) Actual v/s Predicted plot 

 
(B) Residuals plot 
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4.2 Implementation of Smoke detection using IoT and Sensor device  

4.2.1 Packages and Libraries 

All the necessary libraries and packages required are loaded initially before starting the 

analysis.  

 

 
Figure 14.  Packages and Libraries for Dataset 2  

4.2.2 Data Loading 

The Smoke detection dataset sourced from Kaggle is loaded in Jupyter Notebook and 

explored the variables present it in. Figure 13 
 

 
Figure 15.  Data Loading – smoke detection  

4.2.3 Exploratory Data Analysis  

All the necessary libraries and visualization for key variables such as temperature over time, humidity 

distribution, and fire alarm occurrences are conducted to understand patterns and relationships within 

the data. Packages required are loaded initially before starting the analysis. Figure 14, 15, 16 shows 

the visulisations discussed above.  
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Figure 16. Temperature Over Time - line plot  

 

 
Figure 17. Histogram of Humidity  

 

 
Figure 18. Fire Occurrence Bar Plot  

 

4.2.4 Data preprocessing  

The relevant features (Temperature, Humidity, TVOC, eCO2, and Pressure) are selected 

and scaled using StandardScaler. The dataset is then split into training and testing sets and 

reshaped to fit the input requirements for a Recurrent Neural Network (RNN), preparing it for 

model training. 
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Figure 19. Data Splitting and Reshaping 

4.2.5 Modelling  

Recurrent Neural Network (RNN) with an LSTM layer is trained to predict the occurrence of 

a fire alarm based on sensor data as shown in Figure 18. 

 

 
Figure 20. Adding LSTM layers to RNN 

 

The model is compiled with the Adam optimizer and binary cross-entropy loss and trained over 

50 epochs with early stopping to prevent overfitting. The training and validation accuracy is 

steadily improved, while the validation loss decreases, indicating that the model is effectively 

learning and generalizing well to the test data. Figure 20, 21.  
  

 
Figure 21.  RNN Model Training 
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Figure 22. epochs  

 
Figure 23. epochs till 50  

4.2.6 Evaluation  

Employed accuracy metrics to evaluate for this Binary classification model Figure 22. 

Classification Metrics are also used to evaluate the results. Figure 23, 24, 25.  
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Figure 24. Model evaluation – RNN 

 

 
Figure 25. Classification Report 

 

 
Figure 26. Confusion Matrix  
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Figure 27. Model Loss and Accuracy Graph  

 

 
Figure 28. Calibration Curve  

4.3 Implementation of Aerial Imagery analysis 

4.3.1 Packages and Libraries 

All the necessary libraries and packages required are loaded as shown in Figure 23. 
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Figure 29. Packages and Libraries for Dataset 

4.3.2 Data Loading and Preprocessing 

The Image data sourced from Kaggle is loaded and preprocessed for a binary classification 

task as shown in Figure 24. The data is already split into train, test, validation so the data is 

ready for next steps.  
 

 
Figure 30. Data loading and preprocessing 
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4.3.3 Exploratory Data Analysis 

A sample of images along with their corresponding labels from the training dataset are 

visualized to confirm that images are correctly labeled as "fire" or "nofire".  

 

 
Figure 31. visualization of fire and nofire 

 

4.3.4 Modeling and Evaluating  

A ResNet50 model pre-trained on ImageNet is loaded, with the top layers replaced by custom 

layers tailored for binary classification as displayed in Figure 25. 
 

 
Figure 32. ResNet model Building 

 

 
Figure 33. Evaluating Test set 

 

The model is fine-tuned by unfreezing all layers of the ResNet50 base model, allowing the 

pre-trained weights to be adjusted during training with a lower learning rate. This is aimed at 

improving accuracy further. 
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Figure 34. Fine Tuning 

 

Visualizing the training and validation accuracy and loss over epochs after fine tuning. 

 

  
Figure 35. Accuracy and Loss 

 

Feature Extraction: features are extracted from the images using a pre-trained ResNet50 model 

without the top layers. These extracted features are then reshaped to be used as input for an 

LSTM model, facilitating the use of sequential data for further processing or classification 

tasks. 
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Figure 36. Feature Extraction from Resnet50 

 

The model includes dropout layers to prevent overfitting. After training for three epochs, it is 

evaluated on the test set, yielding a test accuracy of approximately 61.2%. 
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Figure 37. LSTM model  

 

 
Figure 38. Learning curves from LSTM model 
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