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1 Introduction

This configuration manual ensures that users can easily set-up and configure system en-
vironment and required libraries to execute the speech emotion recognition code used for
this research. This manual highlights and give details about the important sections of
code for better understanding and readability. All the necessary information regarding
folder creating and data file placement has been given in detail. This manual provides
screenshots of files, code, and prompts to guide the user in the best way possible. This
report itself highlights the important sections such as data preparation, pre-processing,
augmentation, modeling, and visualization. Overall, this manual gives detailed imple-
mentation steps for easy understanding and seamless execution of the hybrid speech-
emotion recognition model.

2 System Requirements

2.1 Hardware Requirements

• CPU: Any standard processor capable of running a browser

• GPU: For faster execution GPU is recommended. Google Collab provides free GPU
resources.

• Memory: At least 4 GB of RAM is recommended

• Storage Space: Sufficient cloud storage to store the raw files and csv feature files.

2.2 Software Requirements

• Operating System: The code is platform-independent and can be executed on any
operating system (Windows, macOS, Linux) via a web browser.

• Browser: Google Chrome, Mozilla Firefox, or any modern browser with JavaScript
enabled.

• Google Account: Required to access Google Colab

1



3 Installation Instructions

All the necessary libraries required to run the code are listed below. You can use below
given pip command install libraries-

pip install pandas numpy seaborn matplotlib scikit-learn ipython tqdm

Every library provides different functionalities throughout the code.

Apart from above libraries, some libraraies with given versions are required to execute
the code.
!pip install keras==2.15.0 tensorflow==2.15.0 tf-keras==2.14.1 librosa==0.9.2

Reason for specific versions of libraries, librosa library has helped in preprocessing
and feature extraction part. Using other version causes error, If used latest version, the
feature file it creates is incorrect(contains null characters). In case of keras and tensorflow,
proposed model works fast and accurate using these versions. Lower version makes the
processing slow where as other versions above version 3 causes error and compatibility
issues. This line of code is added in the code itself to make it easy for the user to run the
entire code in a single run without the need of changing the versions.

4 Folder Architecture

After unzipping the upload, upload all the files on Google Drive and arrange as per the
folder structure given in Figure 1.

Figure 1: Folders Structure for Data and Code

Once you upload the code to the drive, by default location of the Code will be ”My
Drive/Collab Notebooks/HybridModelCode.ipynb”

After this, create two folders namely Data and FinalCSVs. In the Data directory
upload the Ravdess and Crema D source data files. There is no need to upload anything
for FinalCSVs folder. Please find the screenshot of the folders in Google Drive in Figure 2.
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Figure 2: Folders In Google Drive

5 How to Execute Code

5.1 Pre-requisites

Make sure all the data files Ravdess, Crema-D and python code HybridModelCode.ipynb
have been uploaded in the respective folders before execution of the code.

5.2 Mounting Google Drive

After executing the header files, we need to mount the Google Drive to use the uploaded
Data file content. The Figure 3 represents the prompt, you need to authenticate and give
Collab access to use your Google Drive.

Figure 3: Prompt to Authenticate User

After successful authentication, the Google Drive is mounted as shown in Figure 4.

Figure 4: Drive Mounted

5.3 Data Preparation and Processing

After this Data preparation starts, all the audio files from the folders are extracted and
converted into dataframes for both the datasets Ravdess and Crema-D.

For Further processing, a common data frame is created. Users can choose among the
dataframes for further processing. This is done to increase the re-usability of the code
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for processing two different datasets. By default, it will work with Ravdess dataset as
shown below in Figure 5.

Figure 5: Common Data frame

During data preprocessing, the original audio is trimmed using librosa library to re-
move the non-speech segments of the audio data.(McFee et al. (2020)) Below Figure 6
represents the difference in waveplots and spectrograms before and after data prepro-
cessing step for angry emotion.

Figure 6: Before and After Preprocessing of Data

5.4 Feature Extraction and Data Augmentation

After the data preprocessing steps, the feature extraction and data augmentation part of
the code executes, which extracts all the audio features from the speech data. Feature
file is then converted into csv file for further processing of the data. Figure 7 shows the
steps where csv file is created for extracted features. We can choose to rename the csv
file as per the dataset used.

5.5 Data Modelling

The data stored in csv file is extracted and loaded for data modeling. During this phase,
datasets are divided into training and testing datasets. After converting the data into an
appropriate form it is processed by model.
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Figure 7: Creating CSV file for the extracted features from the Dataset

The Neural Network architecture is trained using an iterative process where the model
learns from the data step by step.

By default epoch value is set to 20 for running Ravdess dataset, the epoch value plays
an important role during model training, it signifies the number of times the dataset
will be processed during the training phase. The epoch value should be changed to 50
epochs while running the same code for Crema-D dataset which is bigger as compared
to Ravdess. Figure 8 highlights the part of code that can be modified to run Crema D
dataset.

Figure 8: To Update Epoch Value

Below Figure 9 shows the sample of Epochs while running for Ravdess dataset.

Figure 9: Ravdess Sample Epochs
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5.6 Visualization for Model Evaluation

Further code highlights the functions that create all the graphs and matrices used to
evaluate the performance of the model in this research. All these evaluation matrices
have been plotted using a single cell, given in Figure 10.

Figure 10: Sample Code for Plotting Visualization
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