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1 Introduction 
 

This configuration manual contains the details of all system requirements which includes 
both software and hardware requirements for successful implementation of the project. Also, 
various processes and techniques used for completion of this project is included here. 
 

2 System Requirements 
 
   2.1 Hardware requirements: 
 
 System Specifications 
Processor: AMD Ryzen 5 3550H with Radeon Vega Mobile Gfx, 2.10 GHz 
Installed RAM: 16.0 GB (15.7 GB usable) 
System type: 64-bit operating system, x64-based processor 
Edition: Windows 10 Home Single Language 
Version:22H2 
Installed on: 17-11-2023 
OS build: 19045.4291 
Experience: Windows Feature Experience Pack 1000.19056.1000.0 
                        
Also, the device storage of the PC used for this project is 1 TB hard disc drive and 500 GB 
solid state drive. 
 
2.2 Software requirements: 
All the code artifacts for this project are written in python language with the version 3.11.4. 
the IDE used for all the processes like data processing, visualization and model training and 
evaluation is jupyter notebook with version of 6.5.4 by anaconda navigator. 
 

3 Data Handling 
This section covers how the data handling is done from loading the dataset to preprocessing 
the data for model training. 
 
3.1 Data Loading: 
Dataset used in this project is ‘ai4i2020.csv’ which is loaded into dataframe using ‘pandas’ 
library  McKinney (2011). And then first 10 lines of the dataset are printed. 
 



2 
 

 

 
 
 
3.2 Data preprocessing: 
 
For data preprocessing first the UDI column is dropped since it was a unique ID column and 
then the categorical variables are converted to numerical columns. Then for having the same 
scaling among all variables the features are scaled using ‘MinMaxScalar’ (Amorim et al., 
2022). 
 

 
 
First few rows of  pre-processed is data is then printed. 
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3.3 Exploratory Data Analysis: 
 
All the features in the pre-processed dataset are shown using various visualizations. 
The visualization includes histogram, boxplot and correlation heatmap for the features. 
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Boxplot: 

 
 
Heatmap: 
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4 Model Implementation 
Three unsupervised models which are Isolation Forest, One-Class SVM and Local Outlier Factor are 
implemented and then for benchmark comparison two supervised learning models such as KNN and Random 
Forest are used. 
 
4.1 Isolation Forest: 
Isolation Forest is trained on the entire data with random state of ‘42’ and contamination set to ‘auto’. 
 

 
 
4.2 One-Class SVM: 
One-Class SVM is implemented by having kernel ‘rbf’. Nu value of ‘0.01’ and gamma set to ‘auto’ 
 

 
 
 
 
4.3 Local Outlier Factor: 
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LOF is implemented  by setting contamination to ‘auto’ and the number of neighbours to ‘20’. 
 

 
 
4.4 KNN 
 The data is split into train and test portioning with 80% of data is allocated to training the model. This data 
portioning is used for both KNN and random forest. 
  

 
 
 
 
KNN model is trained if the training data with number of k is assigned to ‘5’. 
 

 
 
 
 
 
4.5 Random Forest: 
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 Random forest is trained on the training data by having  decision trees number as ‘100’ and the random state is 
set to ‘42’. 
 

 
 

5 Evaluation 
 All of the used machine learning models are evaluated using metrics like precision, accuracy, recall and F-1 
score. Then the respective graphs of performance of each of these models are plotted using these metrics.  
 
5.1 Isolation Forest: 
 

 
 
5.2 One- Class SVM 
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5.3 Local Outlier Factor 

 
 
5.4 KNN 
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5.5 Random Forest 
 
 

 
 
5.6 Cross validation 
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  For verifying the models like KNN and Random Forest and not overfitting due to their perfect accuracy and 
precision,  cross validation (Berrar, 2018) is performed on both Random Forest and KNN.  The cross validation 
performed is k fold cross validation by using package ‘StratifiedKFold’. The value of K is set to 5 for having a 5 
fold cross validation. 
 
 

 
 
Result of Cross validation is: 
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