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1) INTRODUCTION 

The research focuses on data driven analysis of IoT weather data to assess the quality of data as 

well as detection of anomalies in the data which affect the forecasting and analysis leading to 

misinformation and other issues related to climate science. The proposed mdoel aims to work on 

the data quality using only machine learning models rather than the state of the are deep learning 

models which are big and require a high computational support to run. 

 

2) SYSTEM REQUIREMENTS 

Hardware : The hardware used for this research is a Macbook Air M2 with a unified memory of 

8gb and device storage of 256. Anything similar or a bit more should be sufficient for running 

this program. The CPU of the computer is used for all the model training. The M2 chip is a 

strong contributor to the research. 

Software :  The model is built in python in a Google Colab Notebook along with the CPU as the 

hardware accelerator in the environment. MongoDB database for storing the clean data so it can 

be fetched any time and anywhere to run the model or train the model. There is no other special 

software installed for this purpose. It was all run in one place.  

Tools and Libraries (with version numbers): 

pandas (version 1.1.0 or higher) 

numpy (version 1.18.0 or higher) 

scikit-learn (version 0.22.1 or higher) 

pymongo (version 3.11.0 or higher) 



matplotlib (version 3.3.0 or higher) 

joblib (version 0.16.0 or higher) 

kaggle (version 1.5.6 or higher) 

 

 

 

3) SOFTWARE INSTALLATION 
 
The following libraries need to be installed and can be simply done in the terminal or the 

command prompt of the device.  

pip install pandas numpy scikit-learn pymongo joblib matplotlib kaggle 

 pip install kaggle 

 

Links to download : 

1) Python - https://www.python.org/downloads/ 

2) MongoDB - https://www.mongodb.com/try/download/community 

3) Kaggle datasets - https://www.kaggle.com/ 

4) Google Colab – Available on Google Drive as Colaboratory https://colab.google/ 

 

 

4) CONFIGURATION SETTINGS 

The Colab environment is set with a hardware accelerator as CPU as the local sourses are being 

used for the research. The MongoDB client must be active and set up so the data can be fetched 

any time. The connection string must be right along with the database and collection name.  

 

 

 

 

 

 

https://www.python.org/downloads/
https://www.mongodb.com/try/download/community
https://www.kaggle.com/
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MONGODB CONNECTION STRING AND PULLING THE DATA 

 

The kaggle API is also used to fetch the raw data before pre processing and it is configured in the 

code to extract the parquet data and then convert to a dataframe for analysis 

 

CALLING API FROM KAGGLE TO FETCH THE RAW DATA 

 

 

THE CONFIGURATIONS SET FOR THE GOOGLE COLAB ENVIRONMENT 



 

 

5) DATA PREPARATION 

To prepare the dataset, first download the required data from Kaggle using the Kaggle API. 

Unzip the dataset into a climate_data directory. If using MongoDB, load the data into a pandas 

DataFrame by connecting to your MongoDB instance. Clean the data by removing any missing 

values, then convert and format the date fields. Perform feature engineering by extracting 

additional features like year, month, and weekday from the date. Finally, split the data into 

training and testing sets. Ensure your project directory is well-organized with folders for data, 

models, and scripts. 

 

 

 

 

 

 

 

 

 

MEAN VALUES OF THE VARIABLES IN THE RAW DATA 



 

 

6) RUNNING THE EXPERIMENT 

The required libraries need to be installed, Either the data is fetched from kaggle api directly or 

the mongoDB cluster as the process faced some crashes with the connecting to the mongo db 

client. A google colab or jupyter notebook will work to run the code.The main experiments 

include PCA, Isolation Forest, DBSCAN, GMM which is all a hybrid model in the end. 

 

1) PRINCIPAL COMPONENT ANALYSIS 

 

PCA data serves as the main data for all the model training, and it is performed to decrease 
the dimensions of the data and still contain 90% of the variance in the data. The data is 



also passed through a standard scaler which makes sure the data is equally distributed 
avoiding any kind of biased decisions towards variables. 

 

 

2) ISOLATION FOREST  

 

The isolation Forest model performs will for the initial labelling, this can be run after PCA 
and the parameters can also be changed according to the size of the data as well. 

 

 

 

3) DBSCAN MODEL 

 



The DBSCAN model is the first combination approach and it can be run after the isolation 
forest model to combine the anomaly values read by both the models to come up with a 
common anomaly count based on how many anomaly value overlap. 

 

 

4) GMM MODEL 

 

The final GMM model must run at the end and all the models are run on the PCA data and 
then updated in the original dataframe that is df_numeric. This model gives the last set of 
anomlaies and it is combined to the over all anomalies and that provides us with the hybrid 
model results. 

 

5) FINAL MODEL EVALUATION 

 



Thes final model results are as seen in the screenshot above and it is a good sign for the 
hybrid model to have performed better than individual models. This shows the strength og 
the models combined is much higher then them alone. The value indicates the purity as 
well the correct classification of classes to their clusters. 

 

6) SAVING THE PRETRAINED MODELS FOR THE FINAL HYBRID MODEL 

 

 

 

7) INITITALISATION OF LIBRARIES FOR THE HYBRID PRE-TRAINED MODEL 

 



8) PRE TRAINED MODEL RESULTS (SIMILAR TO THE TRAINING DATA) 

 

 

 

 

7) TROUBLESHOOTING 

The main problem faced is the size of the data while training as well as a MongoDB crash 
which slowed down the process by a lot of time as entire process was suppose to be 
through that. The clean data must be allowed to access any time and anywhere but due to 
the mongoDB server not being able to give access it did not allow the data to be fetched.  

The pretrained model is not built to accept any other data as it is built with respect to the 
data used for the research. This makes it very limited to use and ther was an attempt to 
make it easily accessible but that did not work out. This has to be a very important addition 
in the future. The CPU on the Macbook Air M2 was sufficient to run this program, with the 
use of even a moderate GPU, it will make way for more improvements. 
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