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Configurational Manual 

1 Technology Setup 

For the technology part, Google Colab was used as it provides easy access to cloud data. As the 

research project is compute-power-intensive, Graphical Processing Unit (GPU) was required to be 

set up.  

In the free version of the Google Colab, the TPU is not stable as it gets disconnected often and 

the code currently being processed, refreshes, losing all the runtime. For a stable connection with 

the GPU, Google Colab Pro +, worth €52/month was purchased. It gives access to a total of 500 

Compute power per month to the users. The benefits of the Colab Pro + environment is explained 

in table 1 Below.  

Table 1: Google Colab Pro+ benefits 

Benefit Description 

Price €52 Per Month 

Compute Unit Total 500 Compute units per month 

GPU Powerful and Premium GPU with priority access is provided 

Execution Background Execution, for up to 24 Hrs is provided, even after the browser is closed 

 

Python 3 environment is provided by Google Colab and in the Python 3, the TPU was selected 

as shown in Figure 1 below. The compute units are exhausted, therefore the powerful GPUs are 

locked until next billing cycle, but the highlighted red box gives a snapshot of the current plan. 

For the current research, the fastest, NVIDIA A100 GPU was used. 

 

 
Figure 1: Available GPU 



 

2 The Code 

In this section, we will discuss the code and how was the research conducted on Google Colab. 

2.1 Installing Ultralytics and Mounting G-Drive 

The first step is to install the Ultralytics and mounting the Google drive in the Python Environment. 

Ultralytics is an important library for this project, as it has the current version of pre-trained YOLO, 

YOLOv8, which will be used for transfer learning. With this, Opencv was also installed, which is 

a popular library for Computer vision tasks such as image and video processing.  

 
Figure 2: Installing Ultralytics and OpenCV 

 

The next step is mounting the google drive, which has the dataset to be used for training and 

inference. Code shown in figure 3 depicts the code for the same.  

 

Figure 3: Code for mounting G-Drive 

After mounting the google drive, on the left panel of the Google drive, we will be able to see 

the drive folder associated with the account being used with the Colab (Refer Figure 4). 

 

Figure 4: Confirming that the drive is mounted 



 

2.2 Data Pre-Processing 

After mounting the drive, defining the path to the actual folder, where the dataset is present was 

set. Post that, the total images were counted to set the scene for the pre-processing. Figure 5 shows 

the code, that was written in order to count total number of images. 

 

Figure 5: Counting initial count of images in dataset before processing 

The next step is to process the images for different weather conditions and then add them in 

different folders for each weather condition for training on each weather condition. The screenshot 

of the code below in Figure 6, shows how the images were processed, and artificial editing was 

done to mimic the images for a specific weather using Open CV. 

 

Figure 6: Code for pre-processing images weather-wise (split in three columns of images) 

After processing the images, it is important to take the count of the final images as we have 

successfully increased the training dataset for images 5 fold. Figure 7 below shows the code for 

counting the images 

 



 

 

Figure 7: Count of images post processing 

Before training the model, a YAML file must be created which will store the configuration of 

the model. As we will be training our model on al the weather conditions, a YAML file for each 

weather must be created and be stored in the weather folder. Figure 8 below shows the creation on 

YAML file in Python and once done, Figure 9 shows the creation of those YAML file in the google 

Drive. 

 

Figure 8: Creation of YAML file in Python 



 

 

Figure 9: Creation of YAML files in the Drive 

2.3 Hyper Parameter Tuning 

Hyper Parameter tuning is a very important step in Machine Learning as finds the best combination 

of parameters, leading to more accurate and generalizable results. The hyperparameters that were 

set for this project is shown in the table below (Table 2). Figure 10 shows the code for 

hyperparameter tuning. 

Table 2: Hyperparameter Tuning parameters 

Hyperparameter Values 

Epochs [10, 20] 

Learning Rates [0.001, 0.01, 0.1] 

Batch Sizes [16, 32, 64] 

Image Sizes (pixels) [640, 800, 1024] 

 



 

 

 
Figure 10: Hyperparameter Tuning code 

 

After this, training loss for 10 and 20 epochs was printed in graphical format, that led to the 

choosing of the appropriate hyperparameter of the model. Figure 11 below depicts the Training 

loss graph of Sunny condition with 10 and 20 epochs.  

 



 

 

 
Figure 11: Training loss for Epochs 10 and 20 

 

Looking at the graph, Table 3 below depicts the appropriate hyperparameter, that was chosen 

for the task at hand. 

 

Table 3: Chosen Hyperparameter 

Hyperparameter Values 

Epochs 20 

Learning Rates 0.001 

Batch Sizes 16 

Image Sizes (pixels) 640 

 

Post the hyperparameter tuning, the training of the data for all weather types began. 

2.4 Data Training 

Figure 11 below shows the code for the model training for all weather types. It loops the YAML 

file present in each of the weather folders and train the dataset (weather wise) with respect to the 

chosen hyperparameters. 



 

 

Figure 11: Training of the model on all-weather type 

Once the data gets trained, next step is to run the inference on the validation images. Before 

the inferences, the novel idea of fetching the real-time weather data is done using the weather 

API. 

 

2.5 The Novel weather idea 

The real-time weather of the user, who is going to use the model for inference, will be fetched first 

for inference. The code in Figure 12 shows the logic that will be used to pick the proper weather 

for inference. For this example, Mumbai, India was taken as the location as Dublin was sunny and 

I needed to check for a place that is not sunny. 



 

 

Figure 12: Current weather selection for inference 

2.6 The Inference 

This is the final section of the code where now the inference will be made on the rainy weather 

images. As the current weather is set as rainy, the weights file from rainy folder will be used to 

make the inference. The code in figure 13, depicts the code for the description generation and 

inference and speech function, necessary to create a description of the photo and convert the output 

to audio. 



 

 

Figure 13 – Code for running inference and converting to Audio (in continuation in three columns) 

 

Finally, the figure 14, 15, 16, 17, and 18 shows the inference done on 5 random images.  

 

 

Figure 14: There is 1 person, 1 bottle in front of you 



 

 

Figure 15: There is 1 car in front of you 

 

 

Figure 16: There is 1 person, 1 dog in front of you 



 

 

Figure 17:  There is 1 dining table in front of you 

 

 

Figure 18: There is 2 persons, 1 chair in front of you 


