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1 Introduction 
 

This Configuration manual provides the setup, requirements and steps by step process of the 

codes for the topic “Identifying the probability of the Natural Disaster to help the Insurance 

Company to take decisions on providing Insurances”. 

 

2 System Requirements 
 

2.1 Hardware 

 

• RAM: 8GB DDR3 

• OS: Windows 11 pro 

• Processor: i5 9th generation 

2.2 Software 

• Google Colab Notebook 

• Python 

 

3 Data Collection 
 

 

The below datasets are used for the study 

 

The First dataset can be accessed at https://ourworldindata.org/natural-disasters. This dataset 

provides information on worldwide instances of natural disasters and their economic aftermath. 

Natural disasters addressed include drought, earthquakes, floods, impacts, extreme weather, 

and volcanic activity. Information about the cumulative incidence of multiple catastrophic 

catastrophes is also included. 

 

The Second dataset can be https://data.mendeley.com/datasets. It contains the information on 

the client together with the specifics of the insurance policy. In addition to this, it contains the 

information pertaining to the incident that led to the filing of the claims. The dataset that has 

been provided to us has a total of 1000 rows and 40 columns. The titles of the columns, such 

as the policy number, the policy bind date, the yearly premium, the severity of the event, the 

location of the occurrence, the vehicle model, and so on. 
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4 Installing Packages 
 

Python Libraries that are used in the project 

 

                          
                               Figure 1 Import Libraries 

 

 
 

 
 Figure 2:  Import Machine learning models 

 

Importing the required libraries from Pandas, numpy, matplotlib and  sklearn.ensemble, 

sklearn. naive_bayes, sklearn.linear_model, respectively, to start the machine learning 

workflow: RandomForestClassifier, GradientBoostingClassifier, GaussianNB, and 

LogisticRegression for building different classifiers. Use sklearn.decomposition to import PCA 

for dimensionality reduction. Pipeline from sklearn.pipeline can be used to automate several 

workflow steps. Import train_test_split from sklearn.model_selection to split the dataset for 

model selection and assessment. Import accuracy_score, classification_report, 

confusion_matrix, and ConfusionMatrixDisplay from sklearn.metrics to evaluate the 

performance of the model. Finally, import StandardScaler for feature scaling from 

sklearn.preprocessing. 
 

 

Data Cleaning and Preprocessing  

 

  
Figure 3: The code removes a set of specified columns from the DataFrame 
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Figure 4: This code splits the DataFrame into features (X) and target variable (y). 
 

 

 

 

 
Figure 5: Creates a dictionary of classifiers, each associated with a different machine learning 

algorithm or model, including RandomForest, GradientBoosting, Naive Bayes, Logistic 

Regression, Support Vector Machines with different kernels, LightGBM, and XGBoost  

 

 

 
Figure 6: This code trains and evaluates each classifier in the `classifiers` dictionary. It prints 

the accuracy, classification report, and confusion matrix for each model, and then displays the 

confusion matrix as a plot. 
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Figure 7: This code imports libraries for data handling, visualization, model evaluation, and 

machine learning, and sets a theme for Seaborn visualizations. 
 

 
 

. 

 
Figure 8 : Shows the fraud report of yes or no from the Insurance dataset 
 

 

 
Figure 9 : It displays the distribution of Amount values in fraud report. 
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Figure 10: This code trains and evaluates four classifiers: 
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Figure 11: This code generates and visualizes a confusion matrix for the Decision Tree 

classifier. It uses a heatmap to display the matrix with labels for predicted and actual values. 

 
 

 
Figure 12: This code imports ̀ SMOTE` from the ̀ imblearn` library and applies it to the dataset.  

`SMOTE` (Synthetic Minority Over-sampling Technique) generates synthetic samples to 

balance the class distribution in the dataset. The shapes of the resampled feature set 

(`resampled_x`) and labels (`resampled_y`) are then printed to show the new dimensions after 

resampling. 

 

 

 
Figure 13: This code splits the resampled data into training and testing sets.  

The `train_test_split` function is used to divide `resampled_x` and `resampled_y` into training 

and test datasets with 30% of the data reserved for testing. The shapes of the training and testing 

datasets are then printed to confirm the split. 
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Figure 14: Performs hyperparameter tuning using `GridSearchCV` for four machine learning 

models and evaluates their performance: 

 

5 Results 
 

 

 

 

 

 

 
Figure 15 : Displaying the total claim amount. 
 
 
 
 

 
Figure 16: The total amount of claims after matching the state and year. 
 

 
 


