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1  Section 1  
  
This paper implements the system setup and other technique setup used in Research Project:  

“FINTECH’S ROLE IN RESHAPING TRADITIONAL BANKING MODELS  
CASE STUDY: Fintech Innovation's Effect on Financial Inclusion – Moniepoint in Nigeria”.   

   
Phyton was used and Google Collab is the virtual environment of this Research Project. All the 
data source and the results are then uploaded to Google collab Drive: 
https://colab.research.google.com/drive/1DfsZljh9qaC2cZSjE2Fd6VWLd0KxqDW?usp=shar
ing  
  

2  Section 2  
  
Device Specification  
Device name LAPTOP-1T7T8RBL  
Processor  13th Gen Intel(R) Core(TM) i5-1335U   1.30 GHz  
Installed RAM 8.00 GB (7.72 GB usable)  
Device ID  083383B8-5919-48A3-81C7-E1E43BF57AED  
Product ID  00342-21183-90526-AAOEM  
System type  64-bit operating system, x64-based processor  
Pen and touch No pen or touch input is available for this display.  
  
2.2 Software specification   
Gmail  account  with  the  accession  to  Google  Drive  and  Google  Colab  
(Okunsolajide@gmail.com)  
  

3  Research Project:  
  
Dataset is obtained through primary source from 80 correspondent and analysed, I have 
attached a video of the step-to-step Analysis:  
  

 

https://colab.research.google.com/drive/1DfsZljh9qaC2cZSj-E2Fd6VWLd0KxqDW?usp=sharing
https://colab.research.google.com/drive/1DfsZljh9qaC2cZSj-E2Fd6VWLd0KxqDW?usp=sharing
https://colab.research.google.com/drive/1DfsZljh9qaC2cZSj-E2Fd6VWLd0KxqDW?usp=sharing
https://colab.research.google.com/drive/1DfsZljh9qaC2cZSj-E2Fd6VWLd0KxqDW?usp=sharing
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Analysis Video.mp4 

  
  
 Below is a detailed explanation of this video in text.  

   
Summary of the Code and its Components Introduction  
This code is a comprehensive data analysis and machine learning pipeline applied to a dataset 
stored in a CSV file named "PRC 00000473." The pipeline covers data loading, 
preprocessing, exploratory data analysis, encoding categorical variables, model training, 
evaluation, and comparison of various machine learning models.  

1. Libraries and Tools Used  

• Pandas: For data loading and manipulation.  

• NumPy: For numerical operations.  

• Matplotlib, Pyplot, Seaborn: For data visualization.  

• Random: To set a seed for reproducibility of results.  

2. Data Loading  

• Loading Data: The dataset is loaded into a pandas DataFrame.  

• Previewing Data: The first and last few rows of the data are previewed to understand 
its structure and content.  

• Inspecting Column Names: Column names are printed to identify relevant and 
irrelevant columns.  

3. Data Cleaning  

• Dropping Unnecessary Columns: Columns that are not relevant, such as timestamps, 
are removed to streamline the data.  

• Renaming Columns: Columns are renamed for clarity and ease of analysis.  

4. Handling Missing and Duplicate Values  

• Checking Missing Values: Identifies any missing data that needs to be handled, either 
through imputation or removal.  

• Checking Duplicate Values: Detects duplicate entries that could affect analysis 
results.  
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5. Creating Pivot Tables for Categorical Variables  

•  Pivot Tables: For each categorical variable, a pivot table is created to count the 
occurrences of each category, helping to understand the distribution of responses.  

6. Data Visualization  

• Bar Plots and Pie Charts: Various plots are used to visualize the distribution of 
variables, aiding in gaining insights.  

• Annotations and Label Rotation: Counts are annotated on plots for better 
interpretability, and labels are rotated if necessary for readability.  

7. Data Encoding  

•  Label Encoding: Categorical variables are converted into numerical formats required 
for machine learning algorithms.  

8. Preparing Data for Machine Learning  

• Feature Selection: Certain variables that are not predictive or are the target itself are 
excluded.  

• Train-Test Split: The data is divided into training and testing sets to evaluate model 
performance on unseen data.  

9. Training and Evaluating Machine Learning Models  

• Models Used: Random Forest, Decision Tree, K-Nearest Neighbors (KNN), and 
XGBoost classifiers.  

• Process:  

o Initialization: Each model is instantiated with appropriate parameters. o 

 Training: Models are trained on the training data. o  Prediction: 

Models make predictions on the test data.  

o Evaluation: Models are evaluated using accuracy scores, classification 
reports, and confusion matrices.  

o Visualization: Confusion matrices are plotted for better interpretation of 
model predictions.  

10. Model Comparison  

• Comparing Models: The accuracy scores of all four models are compared using bar 
plots.  

• Best Model: Random Forest is identified as the best-performing model, achieving an 
accuracy of 68.75%.  
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Conclusion  
The code provides a complete pipeline from data loading to model evaluation, offering 
insights into the dataset and assessing the predictive capabilities of different machine learning 
models. Random Forest emerged as the best model for predicting financial inclusion based on 
the provided data.  
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